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nauka wykorzystujgca zasady statystyki matematycznej do opisu
zmienno$¢ cech populacji organizmow zywych

S
ON

uzycie specyficznych atrybutow odzwierciedlajgcych unikalne cechy
osoby, takie jak: odcisk linii papilarnych palca, struktura uktadu zyt, cechy
charakterystyczne gtosu w celu potwierdzenia tozsamosci osoby

Norma ISO/IEC 2382:2015 Information technology — Vocabulary
system, ktdrego zadaniem jest automatyczne rozpoznanie lub

uwierzytelnienie osoby fizycznej na podstawie jej cech biologicznych lub
behawioralnych.

.

Norm 24745:2011 Information technology — Security techniques — Biometric information protection

BIOMETRIA

SYSTEM
BIOMETRYCZNY
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Przyktady:

[ BIOMETRIA ]
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¥
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Bezpieczenstwo publiczne — kontrola dostepu do
obiektéw strategicznych

Bankowos¢ i finanse — autoryzacja transakcji i
dostepu do kont

Stuzba zdrowia — identyfikacja pacjentow i dostep do
dokumentacji medycznej

Elektronika — odblokowanie urzgdzenn mobilnych

Kontrola graniczna - weryfikacja tozsamosci
podréznych



witasciwosci biologiczne, cechy fizjologiczne, cechy zyciowe lub powtarzalne czynnosci, przy czym te cechy
i/lub czynnosci dotyczg wytgcznie danej osoby, a jednoczesnie sg wymierne, nawet jezeli schematy uzywane w
praktyce do ich pomiaru charakteryzuje pewien stopien prawdopodobienstwa

Opinia 4/2007 Grupy Roboczej Art. 29 (WP136)

—

informacje wyodrebnione z probki biometrycznej i stosowane do utworzenia wzorca odniesienia albo wzorca
dopasowywania

PN-ISO 19092:2008



dane osobowe, ktdre wynikajg ze specjalnego przetwarzania technicznego dotyczg cech fizycznych,
fizjologicznych lub behawioralnych osoby fizycznej oraz umozliwiajg lub potwierdzajg jednoznaczng
identyfikacje tej osoby, takie jak: wizerunek twarzy lub dane daktyloskopijne

Art. 4 pkt 14 RODO

. p v
€ dane osobowe bedace wynikiem specjalnego przetwarzania technicznego, ktére dotyczg cech fizycznych,

fizjologicznych lub behawioralnych osoby fizycznej, takich jak wizerunek twarzy lub dane daktyloskopijne

Art. 3 pkt 34 Al Act (AIA)

= wprowadzona przez AlA definicja ,,danych biometrycznych” stanowi rozszerzenie definicji z RODO
= na gruncie AlA aby uzna¢ dane za biometryczne nie muszg one pozwala¢ na jednoznaczng identyfikacje osoby, ktdrej dotyczg — w

przeciwienstwie do RODO
= w motywie 14 AIA podkreslono, ze ,dane biometryczne” mogg umozliwia¢ uwierzytelnianie, identyfikacje lub kategoryzacje oséb

fizycznych oraz rozpoznawanie emocji osob fizycznych
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FORMY WYSTEPOWANIA DANYCH BIOMETRYCZNYCH

Dane biometryczne wykorzystywane w systemach biometrycznych do identyfikacji lub weryfikacji oséb mogg
wystepowaé w formie przetworzonej lub nieprzetworzonej, tzw. surowe;.

Surowe dane biometryczne

nieprzetworzone cyfrowe dane biometryczne pobrane z urzadzenia pomiarowego (np. obraz odcisku palca,
lub strumien audio), nadajace sie do pdzniejszego przetwarzania w celu utworzenia prébki biometrycznej
lub wzorca.

Wzorzec odniesienia

dane reprezentujgce miary biometryczne zarejestrowanej osoby, wyodrebnione z probki biometrycznej
zarejestrowanej osoby, zazwyczaj przechowywane w systemie biometrycznym i stosowane przez system
biometryczny w celu sprawdzenia zgodnosci z przedktadanymi pozniej wzorcami dopasowania.

Wzorzec dopasowania

dane reprezentujgce miary biometryczne osoby, wyodrebnione z prébki biometrycznej w celu poréwnania z
wzorcami odniesienia.
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TECHNOLOGIE BIOMETRYCZNE

wszelkie technologie lub operacje,

ktore polegaja na okreslonym technicznym przetwarzaniu danych odnoszgcych sie do fizycznych, fizjologicznych lub
behawioralnych aspektow ludzkiego ciata (w tym w ruchu);

| dlaceléw:
uwierzytelnianie/identyfikacji osdb;

= kategoryzacji jednostek ludzkich wedtug statych lub dtugookresowych charakterystycznych cech (w tym: w celu

przewidywania przysztych zachowan);

= wykrywania chwilowych lub statych stanow cztowieka (takich jak: strach, zmeczenie lub choroba).

EP Study on Biometric Recognition and Behavioural Detection



TECHNOLOGIE BIOMETRYCZNE

mozna podzielic m.in. z uwagi na identyfikatory: silne, stabe i miekkie.

® Silna biometria umozliwia lub potwierdza jednoznaczng identyfikacje osoby fizycznej,
k np. odciski palcow, biometrie teczowki, siatkowki

~ | = Staba biometria to cechy, ktore sg mniej wyjatkowe lub mniej stabilne, np. ksztaft ciata,
wzorce behawioralne, gtos

= Miekka biometria obejmuje cechy, ktore sg ogolne w charakterze i nie sg jednoznacznie
ZWigzane z osobg, np. pfec lub wiek

'Nowoczesne technologie biometryczne umozliwiaja konwersje analogowo-cyfrowq i
automatyczne przetwarzanie identyfikatoréw biometrycznych.

/ . 1
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TECHNOLOGIE BIOMETRYCZNE

mozna rowniez podzieli¢ m.in. na pierwszg i druga generacje.

Pierwsza generacja:

Skoncentrowana na silnej biometrii i unikalnosci identyfikacji lub uwierzytelnienia poszczegdlnych osdb.

Pierwsze przypadki uzycia na duzg skale zaczety sie pod koniec lat 90. w USA, a rozwdj nastapit po
atakach terrorystycznych w 2001 r. i wprowadzeniu paszportow biometrycznych zawierajacych odciski
palcow i dane twarzy

Biometria pierwszej generacji stata sie bardziej niezawodna i zaawansowana

Biometria rozwineta sie w narzedzie do szybkiej i niezawodnej identyfikacji lub uwierzytelniania z szeroka
gama kontekstow, w tym do celdw egzekwowania prawa, gtosowania wyborczego, a nawet do systemu
oceny spotecznej

Techniki te zastepujg tradycyjne hasta jako sSrodek bezpieczenstwa z najnowszymi technologiami
rozpoznawania twarzy umozliwiajgc identyfikacje w czasie krotszym niz jedna sekunda

) / r 1
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TECHNOLOGIE BIOMETRYCZNE

Druga generacja:

m  Skupia sie na stabej biometrii od zdolnosci motorycznych po mowe ciata, chdd i interakcje

® Powszechnie okreslana jako ,biometria behawioralna”, poniewaz analizowane jest cyfrowe, fizyczne i
poznawcze zachowanie ludzi, a nie statyczne cechy, takie jak odciski palcow

= \Wykorzystywane przez sektor prywatny np. jako ukierunkowany marketing, wykrywanie zmeczenia lub
sennosC podczas jazdy, a takze diagnostyka medyczna

= Oferuje nowe mozliwosci organom scigania i kontroli granicznej, umozliwiajgc m.in. w celu wykrycie oséb
o podejrzanym zachowaniu moggacych wskazywac na zamiary popetnienia przestepstwa

Granice miedzy technologiami pierwszej i drugiej generacji moga jednak ulec zatarciu, w
szczegolnosci behawioralne i emocjonalne systemy, ktore w duzym stopniu opierajg sie na
' technologii rozpoznawania twarzy.

/ . 1
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Identyfikacja - metoda identyfikacji lub
potwierdzania tozsamosci osoby na podstawie:
unikalnych cechy fizycznych, fizjologicznych lub
behawioralnych danej osoby z innymi wzorcami
biometrycznymi zgromadzonymi w bazie danych
w celu ustalenia tozsamosci

—

Weryfikacja — wskazanie po danych
konkretnego uzytkownika, a nastepnie
poréwnaniu wskazanego identyfikatora ze
wzorcem zapisanym w bazie w_ celu
potwierdzenia tozsamosci

1

Porownanie wzorcow vs dane uzytkownika
(N:1)

Poréwnanie wzorca vs dane uzytkownika
(1:1)



N

"identyfikacja biometryczna" oznacza zautomatyzowane rozpoznawanie fizycznych, fizjologicznych,
behawioralnych lub psychologicznych cech ludzkich w celu ustalenia tozsamosci osoby fizycznej przez
poréwnanie danych biometrycznych tej osoby z danymi biometrycznymi 0séb fizycznych
przechowywanymi w bazie danych

;52 ’ Art. 3 pkt. 35 AIA

uwierzytelnianie, tozsamosci osdb fizycznych przez poréwnanie ich danych biometrycznych z wczesniej
przekazanymi danymi biometrycznymi

l "weryfikacja biometryczna" oznacza zautomatyzowang weryfikacje typu jeden-do-jednego, w tym

Art. 3 pkt. 35 AIA



Decyzja

Ploficzak | 11110110100011 R I
Pr.zesyiam T P ezultat
IDENTYFIKACJA . dane bometnycane 1 SIS
analiza cech uzytkownika, a nastepnie e =
porownanie ich ze wszystkim dostepnymi Poréwnanie wzorce —
wzorcami w bazie dane uzytkownika (1:N)
Jestem Kowalski, Decyzja

dane biometryczne

WERYFIKACJA przesylam e Rezultat

Ty =

przedstawienie sie uzytkownika, a nastepnie : .
Porownanie wzorzec —-

dane uzytkownika (1:1)

poréwnaniu wskazanego identyfikatora ze wzorcem
zapisanym w bazie

Najnizszy poziom bezpieczeristwa
Co$ co posiadasz:
karty mikroprocesorowe, tokeny, generatory haset

UWIERZYTELNIANIE O ot co wioss

. . . L . Hasto, PESEL, informacje o aktywnych ustugach
proces weryfikacji tozsamosci uzytkownika, sprawd
zenie, kontrola zgodnosci z prawda, okreslenie aute Najwyzszy poziom bezpieczeristwa
ntycznosci, stwierdzenie, poswiadczenie prawdziwo ) Kim jestes, co robisz:
, . . . .. Cechy anatomiczne, cechy behawioralne
Sci réowniez z uwzglednieniem Wynik

okreslonego prawdopodobienstwa

Zrédto: Przeglad technologii biometrycznych, A. Czyzewski, P. Hoffmann Dane identyfikacyjne




KATEGORYZACJA BIOMETRYCZNA

® dane, ktore jako takie nie sg wtasciwe do jednoznacznej identyfikacji osoby mogg by¢ wykorzystane do
przyporzadkowania tej osoby do okreslonych kategorii, takich jak: pte¢, wiek, pochodzenie etniczne,
poglady polityczne lub religijne, czy stan zdrowia

= Art. 3 pkt 40 AlA:

"system kategoryzacji biometrycznej’ — system Al stuzacy do przypisywania oséb fizycznych do
okreslonych kategorii na podstawie danych biometrycznych tych oséb, oprocz przypadkow, gdy taki system
petni funkcje pomocniczg w stosunku do innej ustugi komercyjnej i jest bezwzglednie konieczny z
obiektywnych wzgledow technicznych

= W przypadku, gdy konkretna osoba jest przypisana do kilku réznych kategorii to to tgczne przypisanie
moze - w_zaleznosci od okolicznosci, takich jak liczba i szczegdétowos¢ kategorii - umozliwi¢ lub
potwierdzi¢ identyfikacje tej osoby fizycznej




WYKRYWANIE BIOMETRYCZNE

@ Celem jest wykrycie pewnych ludzkich standw, takich jak: gniew, strach, konkretna intencja (np. do popetnienia
przestepstwa) lub okreslona choroba
: Lo v
> |
K Q Pojawity sie systemy rozpoznawania emocji, czyli systemy identyfikacji lub wnioskowania z emocji, mysli lub intencji
0s0b na podstawie biosygnatéw, ktére wigzg sie z szeregiem problemow etycznych

.

ﬂ Wraz z rosngcym wykorzystaniem stabej i/lub miekkiej biometrii oraz coraz szerszej gamy biosygnatow i cech
:‘ behawioralnych, ktdre mogg by¢ wyczuwane i analizowane za pomocg maszyn coraz trudniej jest wyznaczy¢ wyrazng

granice miedzy technikami biometrycznymi a innymi formami np. profilowania oséb




Detection

Source: Christiane Wendehorst

5 |
identification of
~ particular individual

.' 1:n
identification of
individuals

according to attributes
“such as age, sex, ethnicity
or athletic performance

of conditions such as
fear, anger, or a
particular disease




,BIOMETRYCZNY”

Ooznhacza pewien stopien
niezmiennos¢, dana osoba ma
niewielkg szanse na zmiane lub nie

ma jej wcale

na przyktad: osoba nie moze, wedtug
wtasnego uznania zmienic¢ swojej twarzy

zwykle rozumiany jako
obejmujacy zachowanie, ktore
nie moze by¢ kontrolowane przez

lub wzoru daktyloskopijnego
/

ludzka wole w wiekszym stopniu

na przyktad: zachowania zakupowe,
historia przegladania czy tresc
komunikaciji







PRAWNE ASPEKTY BIOMETRII
WYBRANE USTAWODAWSTWO
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Rozporzadzenie w sprawie
norm dotyczgcych
zabezpieczen danych
biometrycznych w paszportach

i dokumentach podrézy
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Przepisy dotyczace kontroli
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Dyrektywa o ochronie danych
w obszarze policji i wymiaru
sprawiedliwosci (LED)
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Rozporzadzenie w sprawie
sztucznej inteligencji (Al Act)
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Rozporzadzenia w sprawie
jednolitego rynku ustug
cyfrowych (Akt o ustugach
cyfrowych/DSA)
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EUROPE|SKA KONWENCJA PRAW CZtLOWIEKA (EKPC)

®m  Opracowana przez Rade Europy w 1950 r., weszta w zycie w 1953 r., w Polsce w 1993 r.
= Rada Europy to miedzynarodowa organizacja miedzyrzgdowa zajmujgca sie prawami cztowieka

= W sktad wchodzg wszystkie panstwa UE, Wielka Brytania, Turcja, ale i Armenia, Azerbejdzan, czy Gruzja (uwaga:
do marca 2022 r. Rosja byta cztonkiem Rady Europy zanim zostata zawieszona, a nastepnie sama odeszta)

- = EKPC zawiera katalog praw podstawowych, a takze dodatkowe protokoty (np. Protokét 6 znosi kare $mierci)

= W odniesieniu do technik biometrycznych w EKPC szczegdlnej uwagi wymagajg m.in. prawo do zycia, prawo do
rzetelnego procesu sgdowego, zakaz karania bez ustawy oraz prawo do poszanowania zycia prywatnego i
rodzinnego oraz rowniez prawo do prywatnosci




Stosowanie technik biometrycznych do celdw nadzoru moze by¢ sprzeczne z gwarantowang w EKPC wolnoscig
stowa, w tym wolnoscig wyrazania pogladéw, mysli, sumienia i wyznania, a takze z wolnoscig zgromadzen i
zrzeszania sie

Ogodlny zakaz dyskryminacji wynikajgcy z takich powodow jak: ptec, rase, kolor skory, jezyk, religia, poglady
polityczne lub inne, pochodzenie narodowe lub spoteczne, status mniejszosci narodowej, majatek, urodzenie lub
z jakichkolwiek innych przyczyn (Protokét 12 EKPC)

Zadne z tych praw nie ma jednak charakteru bezwzglednego i w zwigzku z tym moze podlegaé ograniczeniom,
jesli jest ono przewidziane zgodnie z prawem i spetnione sg podstawy okreslone w odpowiednie ustawie

Aby zapewnié skuteczng ochrone zagwarantowanych praw i wolnosci, ustanowiono Europejski Trybunat Praw
Cztowieka (ETPC).

Kazda osoba moze zwrdci¢ sie do Trybunatu, jesli uzna, ze prawa okreslone w EKPC zostaty naruszone przez
panstwo-strone, ale tylko wtedy, gdy wyczerpane zostaty wszystkie krajowe srodki odwotawcze, a panistwo jest
strong EKPC

[ ,,



POWSZECHNA DEKLARACJA PRAW CZtOWIEKA (PDPC ONZ)

. m (Ogtoszona przez Organizacje Narodow Zjednoczonych w 1948 r. w wyniku wydarzen Il wojny Swiatowej
= Stanowi kamien milowy w historii praw cztowieka, a jej poprzedniczka to Karta Narodow Zjednoczonych

= Nie jest wigzgca jak traktat, czy konwencja, a jest uznawana za prawo zwyczajowe

.+ = PDPC to artykuty zawarte w samej deklaracji, ale i rezolucje wydawane przez Rade Bezpieczeristwa ONZ

m  Szczegdlnej uwagi wymagajg m.in. prawo do zycia, wolnosci, bezpieczenstwa, prawo do prywatnosci, wolnosci
mysli, opinii i wypowiedzi




POWSZECHNA DEKLARACJA PRAW CZtOWIEKA (PDPC ONZ)

' = Rada Bezpieczeristwa Organizacji Naroddw Zjednoczonych wydata kilka rezolucji dotyczacych gromadzenia oraz
udostepniania danych biometrycznych do celdw walki z terroryzmem

®  Rezolucja nr 2160 zacheca panstwa cztonkowskie ONZ do przesytania do INTERPOLU zdjec i innych danych
biometrycznych osdb wspierajgcych talibow oraz zawiera zalecenie, aby takie udostepnianie danych miato
miejsce zgodnie z prawem krajowym i miedzynarodowym

®  Rezolucja nr 2322 rozszerzyta rekomendacje dla udostepniania danych biometrycznych terrorystéow i cztonkow
organizacji terrorystycznych

m Rezolucja 2396 poszta dalej i natozyta wigzgcy obowigzek rozwijania zdolnosci biometrycznych zgodnie z
prawem krajowym i miedzynarodowym dot. praw cztowieka




KARTA PRAW PODSTAWOWYCH UNII EUROPE|SKIE]
(KPP UE)

= Opracowana przez Unie Europejska w 2000 r., z poprawkami podpisana w 2007 r., w Polsce podpisany w 2007 r.,
w zycie weszta w 2009 .

| ® Skfada sie z preambuty oraz 54 artykutdéw podzielonych na 7 rozdziatow
£ . Zawiera zbior fundamentalnych praw cztowieka i obowigzkéw obywatelskich

m  Szczegdlnej uwagi wymagajg m.in. ochrona godnosci ludzkiej, prawo do wolnosci, do poszanowania prywatnosci,
ochrony danych osobowych, wolnosci mysli, sumienia i religii, rownosci wobec prawa, zakazu wszelkiej
dyskryminacji, poszanowanie réznorodnosci kulturowe;j



KARTA PRAW PODSTAWOWYCH UNII EUROPE|SKIE]

(KPP UE)

= W kontekscie technik biometrycznych prawo do poszanowania zycia prywatnego i ochrona danych osobowych
zostaty przywotane w kilku sprawach przed TSUE w zakresie zbierania danych biometrycznych pierwszej
generacji do paszportéw

® |stotng role w dyskusjach etycznych dotyczacych stosowania technik biometrycznych odgrywa art. 1, ktéry
stanowi, ze ,godnos¢ ludzka jest nienaruszalna” i ,musi by¢ szanowana i chroniona”

= W swej istocie godnos¢ ludzka jest rozumiana jako zakaz instrumentalizacji lub uprzedmiotowienie istot ludzkich.
Pojecie godnosci jest jednak niezwykle szerokie, co z jednej strony daje bardzo szerokie i elastyczne pole
zastosowania, ale z drugiej sprawia, ze trudno jest uchwycic jego doktadny charakter prawny

= KPP UE zakazuje wszelkiej dyskryminacji ze wzgledu na ptec, rase, kolor skdry, pochodzenie etniczne lub
spofeczne, cechy genetyczne, jezyk, religia lub przekonania, poglady polityczne lub inne, przynaleznos¢ do
mniejszosci narodowej, majatek, urodzenie, niepetnosprawnosé, wiek lub orientacje seksualng



ROZPORZADZENIE O OCHRONIE DANYCH OSOBOWYCH
(RODO)

= Akt prawa UE przyjety w 2016 r., wszedt w zycie w 2018 r., w tym w Polsce

= Zastgpit dotychczasowa dyrektywe unijng 95/46/WE z 1995 r.

= RODO zawiera przepisy o ochronie osob fizycznych w zwigzku z przetwarzaniem danych osobowych oraz przepisy
o swobodnym przeptywie danych osobowych

= Jeden z celow wdrozenia RODO, to zaktualizowanie przepisow bedgcych odpowiedzig na zagrozenia wynikajgce z
uzycia w przetwarzaniu danych osobowych nowoczesnych technologii

®  RODO jest czescig pakietu unijnego wraz z dyrektywg o ochronie danych obszarze policji i wymiaru
sprawiedliwosci dotyczgcego reformy ochrony danych osobowych



ROZPORZADZENIE O OCHRONIE DANYCH OSOBOWYCH
(RODO)

= RODO nie tylko wprowadza definicje ,danych biometrycznych”, ale takze naktada surowe wymagania dotyczace
przetwarzania danych biometrycznych

"= Dane osobowe mogg by¢ przetwarzane tylko wtedy, gdy zachodzi jedna z podstaw okreslonych w art. 6 ust. 1
RODO m.in. zgoda, niezbedne do wykonania umowy, niezbedne do wypetnienia obowigzku prawnego cigzgcego
. na administratorze, niezbedne do wykonania zadania realizowanego w interesie publicznym lub w ramach

N sprawowania witadzy publicznej powierzonej administratorowi, czy niezbedne do celédw wynikajgcych z prawnie

uzasadnionych intereséw

m  Zgodnie z RODO dane biometryczne to dane osobowe, ktore wynikajg ze specjalnego przetwarzania technicznego
dotyczg cech fizycznych, fizjologicznych lub behawioralnych osoby fizycznej oraz umozliwiajg lub potwierdzaja
jednoznaczng identyfikacje tej osoby, takie jak wizerunek twarzy lub dane daktyloskopijne

= RODO (art. 9 ust. 1) zasadniczo zabrania przetwarzania danych biometrycznych i innych danych wrazliwych w
celu identyfikacji - ta ogdlna zasada podlega wyjatkom szczegétowo wymienionym w art. 9 ust. 2 RODO tj. m.in.
zgoda, niezbedne do wypetnienia obowigzku prawnego cigzgcego na administratorze, niezbedne do wykonania
zadania realizowanego w interesie publicznym lub w ramach sprawowania wtadzy publicznej powierzonej
administratorowi

s ,A



ROZPORZADZENIE O OCHRONIE DANYCH OSOBOWYCH
(RODO)

= RODO ogranicza rédwniez stosowanie zautomatyzowanego podejmowania decyzji w indywidualnych przypadkach
(profilowanie)

= RODO daje osobie, ktérej dane dotyczg prawo do niepodlegania decyzji opartej wytgcznie na zautomatyzowanym
przetwarzaniu, w tym profilowaniu, ktora to decyzja wywotuje wobec nich skutki prawne lub wplywa na nie w
podobnie istotny sposdb.

> 4 =W petni zautomatyzowana decyzja to taka, w ktdorej nie ma ingerencji cztowieka, a wynikiem przetwarzania jest decyzja

bez interwencji cztowieka

"  Trzy wyjatki: zautomatyzowana decyzja jest zgodna z RODO, jesli [1] jest to konieczne do zawarcia lub wykonania
umowy, [2] dozwolone na mocy prawa UE lub prawa panstwa cztonkowskiego lub [3] na podstawie wyraznej zgody

= Jednak nawet jesli ma zastosowanie jeden z wyjgtkow, to zautomatyzowane przetwarzanie musi podlega¢ odpowiednim
zabezpieczeniom tj. poinformowaniu o tym osdéb, ktdérych dane dotyczg oraz prawo do uzyskania interwencji
cztowieka, aby uzyskaé wyjasnienie podjetej decyzji

®m  Art. 22 ust. 4 RODO okresla jeszcze doktadniejsze wyjatki w zakresie przetwarzania danych biometrycznych tj. osoba,
. ktérej dane dotyczg: [1] wyrazi na to wyrazng zgode lub jesli [2] przetwarzanie jest niezbedne ze wzgledu na wazny
interes publiczny

/ P 14



DYREKTYWA O OCHRONIE DANYCH W OBSZARZE POLIC]I |

WYMIARU SPRAWIEDLIWOSCI (LED) il

" Przetwarzanie danych osobowych, w tym danych biometrycznych w celach profilaktycznych, dochodzenia,
wykrywania lub Scigania przestepstw lub wykonywania kar kryminalnych jest wytaczone z zakresu RODO i
zostato ujete w dyrektywie o egzekwowaniu prawa (LED)

= LED jedynie ustawia ogolne zasady dla organow scigania

"  Przetwarzanie danych biometrycznych w celu jednoznacznej identyfikacji osoby fizycznej przez organy scigania
jest dozwolone tylko wtedy, gdy: zostato uznane za bezwzglednie konieczne i podlegajace odpowiednim
zabezpieczeniom praw i wolnosci podmiotu danych

"  Przetwarzanie musi: (1) by¢ dozwolone na mocy prawa UE lub prawa panstwa cztonkowskiego, (2) chronic
Zywotne interesy osoby, ktorej dane dotycza, lub innej osoby fizycznej, lub (3) dotyczyc danych, ktore zostaty w
sposob oczywisty upublicznione przez osobe, ktorej dane dotycza

= Jezeli przetwarzanie narusza art. |0 LED, danemu podmiotowi przystuguje prawo zadania usuniecia jego danych




DYREKTYWA O OCHRONIE DANYCH W OBSZARZE POLIC]I |

WYMIARU SPRAWIEDLIWOSCI (LED) il

"  Wykorzystanie zautomatyzowanego podejmowania decyzji opartego na danych biometrycznych sa dozwolone tylko
wtedy, gdy s3 wystarczajace gwarancje praw i wolnosci osoby, ktorych dane dotycza, w szczegolnosci prawo do
uzyskania interwenc;ji cztowieka

®  Ograniczenia LED s3 mniej konkretne niz te okreslone RODO

= LED okresla jedynie, ze musza istnie¢ odpowiednie srodki w celu zapewnienia ochrony prawa i wolnosci osoby, ktorej
dane dotycza, oraz uzasadnione interesy oraz ze zabronione jest profilowanie, ktore prowadzi do dyskryminacji oséb
fizycznych ze wzgledu na dane wrazliwe

= LED wymaga rowniez od panstw cztonkowskich wdrozenia odpowiednich srodkow bezpieczenstwa

= Obejmuja one srodki takie jak: kontrola uzytkownika, kontrola przechowywania, kontrola dostepu i integralnosci i
powinien bra¢ pod uwage ryzyko zwiazane z przetwarzaniem danych, takie jak: przypadkowe lub niezgodne z prawem
zZniszczenie, utrata, zmiana lub nieuprawnione ujawnienie lub dostep do danych osobowych dane przekazywane,
przechowywane lub w inny sposob przetwarzane, co moze w szczegolnosci prowadzic¢ do fizycznych, materialnych lub
szkody niematerialne




ROZPORZADZENIE DOTYCZACE ZABEZPIECZEN DANYCH
BIOMETRYCZNYCH W PASZPORTACH | DOKUMENTACH PODROZY

= Rozporzadzenie z 2004 r. wprowadzajace jako pierwsze rozporzadzenie szczegolne zezwolenie na zbieranie,
przechowywanie i wykorzystywanie danych biometrycznych

= Paszporty i dokumenty podrozy wydane przez panstwa cztonkowskie UE musza uwzgledni¢ wysoce
zabezpieczony nosnik danych, ktory zawiera wizerunek twarzy i dwa odciski palcow

| = W celu ochrony danych biometrycznych przed nieuprawnionego dostepu i naduzycia, rozporzadzenie wymaga od
panstw cztonkowskich zapewnienia, ze dane s3 zabezpieczone, a nosnik pamigci ma wystarczajaca pojemnosc i
zdolnos¢ do zagwarantowania integralnosci, autentycznosc i poufnos¢ danych

= Tylko personel krajowego organu odpowiedzialnego za wydawanie paszportow jest upowazniony do zbierania
identyfikatorow biometrycznych oraz czyni to zgodnie z Europejska Konwencja Praw Cztowieka (EKPC) i
Konwencja ONZ o prawach dziecka

= |dentyfikatory biometryczne moga by¢ wykorzystywane wylacznie do weryfikacji autentycznosci dokumentu oraz
do weryfikacji tozsamosci posiadacza




PRZEPISY DOTYCZACE KONTROLI GRANICZNE] |
BEZPIECZENSTWA

= Rozporzadzenie EES ma na celu lepsze zarzadzanie granicami zewnetrznymi oraz zapobieganie nielegalnej imigracji i
przedtuzaniu pobytu

= W tym celu panstwa cztonkowskie musza ustanowic System wjazdu-wyjazdu, ktory rejestruje i przechowuje date,
godzine oraz miejsce wjazdu i wyjazdu obywateli z dowolnego panstwa trzeciego przekraczajacych granice strefy
ST Schengen. Informacje te sa taczone z danymi daktyloskopijnymi, a wizerunek twarzy i informacje z dokumentem podrozy

= Dane gromadzone w ramach systemu EES moga by¢ rowniez wykorzystywane w celu zapobiegania, wykrywania i
prowadzenia dochodzen w sprawie terroryzmu

= W motywach rozporzadzenia w sprawie EES zagwarantowano, aby EES byto zgodne z KPP UE, a organy krajowe moga
rejestrowac i wykorzystywac wytacznie dane biometryczne zgodnie z KPP UE i EKPC

®  Chociaz okres retencji danych zostat skrocony do trzech lat wciaz pojawiaja sie obawy dot. proporcjonalnosci systemu
EES, poniewaz dane wrazliwe miliondw ludzi s3 gromadzone w sposob nieukierunkowany i przechowywane przez
dtuzszy czas




PRZEPISY DOTYCZACE KONTROLI GRANICZNE] |
BEZPIECZENSTWA

- ® System Informacyjny Schengen (SIS) to narzedzie rekompensujace zniesienie kontroli na granicach pomiedzy
panstwami Obszaru Schengen

= Polega na zapewnieniu, aby kazde z panstw Obszaru Schengen posiadato ten sam zestaw informacji pozwalajacy na
dostep, przy pomocy zautomatyzowanych srodkow wyszukiwania do wpisow dotyczacych osob i przedmiotow w
celu kontroli granicznej oraz innych kontroli policyjnych i celnych prowadzonych w ramach danego kraju oraz w
celu wydawania wiz, dokumentow pobytowych i wykonywania przepisow prawnych o cudzoziemcach w
kontekscie stosowania Konwencji Wykonawczej do Ukfadu z Schengen

= SIS umozliwia przesytanie danych biometrycznych, w tym odciskow palcow, odciskow dtoni i wizerunkow twarzy

=  Nowe przepisy dotyczace SIS wymagaja rowniez, aby panstwa cztonkowskie mogty korzystac z funkcji
wyszukiwania odciskow palcow we wszystkich czynnosciach operacyjnych




PRZEPISY DOTYCZACE KONTROLI GRANICZNE] |
BEZPIECZENSTWA

= Decyzja z Prum zobowiazuje panstwa cztonkowskie do posiadania systemu, ktory umozliwia organom innych
y Panstwa UE na automatyczne przeszukiwanie krajowych baz danych DNA i odciskow palcow pod katem

Y bezpieczenstwa celem zapobiegania atakom terrorystycznym lub sScigania przestepstw

= W swej istocie Decyzja z Prim ustanawia zdecentralizowang sie¢ wymiany danych biometrycznych sktadajaca sie z
krajowych bazy danych, ktore sa ze soba pofaczone

= Panstwa niebedace cztonkami UE uczestniczace w systemie Prium to Norwegia, Szwajcaria i Islandia



ROZPORZADZENIE W SPRAWIE SZTUCZNE| INTELIGENCJI W UE

(Al ACT) _

S

m Al Act to zestaw przepisow regulujgcych funkcjonowanie sztucznej inteligencji majacych na celu gtéwnie ochrone ¢
cztowieka przed negatywnymi konsekwencjami dziatalnosci Al

"  Projekt dokumentu opracowany przez Komisje Europejska w 2021 r.

= Wszedt w zycie 1 sierpnia 2024 roku jako pierwsza w skali swiata kompleksowa regulacja prawna dla systemow i =
modeli sztucznej inteligenc;ji

= Komisja Europejska w projekcie zdecydowata si¢ na podejscie oparte na ryzyku, rozréznia zastosowania sztucznej |
inteligenc;ji, ktére tworzg [1] niedopuszczalne ryzyko, [2] wysokie ryzyko oraz [3] niskie lub minimalne ryzyko ‘

= Al Act definuje ,dane biometryczne” jako dane osobowe bedgce wynikiem specjalnego przetwarzania
technicznego, ktére dotyczg cech fizycznych, fizjologicznych lub behawioralnych osoby fizycznej, takich jak
wizerunek twarzy lub dane daktyloskopijne

= Al Act ma na celu rozbudowanie ochrony oséb fizycznych, np. kiedy mowa o zakazanych praktykach w zakresie
Al, niedozwolonym byto wykorzystywanie jakichkolwiek danych biometrycznych do wnioskowania na ich

: podstawie orientacji seksualnej, przekonan religijnych czy przynaleznosci do zwigzkéw zawodowych
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ROZPORZADZENIE W SPRAWIE SZTUCZNE| INTELIGENCJI W UE

(Al ACT) _

S

" Przetwarzanie danych biometrycznych jest wymienione jako system wysokiego ryzyka
® Oznacza to, ze ich uzycie nie jest zabronione, ale podlega szeregowi obowigzkowych wymogow

= \Wymagania te obejmujg m.in. wdrozenie systemu zarzgdzania ryzykiem, odpowiednie praktyki zarzadzania =
danymi i zarzgdzania, a takze zapewnienie przejrzystosci oraz odpowiedniego nadzoru ludzkiego

= Dostawca sztucznej inteligencji wysokiego ryzyka musi przestrzegac bardziej rygorystycznych procedur oceny |
zgodnosci \

~

= Europejski Inspektor Ochrony Danych Osobowych podnidst, ze zastosowanie sztucznej inteligencji pozbawia
ludzi anonimowosci w przestrzeni publicznej, niezbednej do tego, zeby bezpiecznie protestowac i wyrazac
obywatelskie niezadowolenie bez obawy o potencjalne reperkusje

%
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ROZPORZADZENIAW SPRAWIE SZTUCZNE| INTELIGENC]IW UE

(AIACT) —d

———

= Al Act zabrania stosowania Al do zdalnej identyfikacji os6b w czasie rzeczywistym, z wyjatkiem realizacji 3 4&
celdw: )

= [1] ukierunkowanego wyszukiwania konkretnych ofiar (uprowadzenia, handel ludzmi i wykorzystywanie seksualne
ludzi, poszukiwanie zaginionych osdb),

= [2] zapobiezenie konkretnemu, istotnemu i bezposredniemu zagrozeniu zycia i bezpieczeristwa osdb albo grozbie
ataku oraz

= [3] zlokalizowanie/identyfikacja osoby podejrzanej o popetnienie przestepstwa.

S

= W tych ramach system Al powinien stuzy¢ jedynie do potwierdzenia tozsamosci poszukiwanej osoby. Wyijatki te
wymagajg rygorystycznej oceny sytuacji, biorgc pod uwage wage i potencjalne konsekwencje dla praw i wolnosci

jednostki. 4

J

= Do zdalnej identyfikacji biometrycznej nie nalezg systemy Al przeznaczone do weryfikacji biometrycznej, ktéra J

obejmuje uwierzytelnianie, prowadzone jedynie w celu potwierdzenia, ze dana osoba fizyczna jest osobg, za
ktdrg sie podaje, oraz potwierdzenia tozsamosci osoby fizycznej wytgcznie w celu uzyskania dostepu do ustugi,
uruchomienia urzadzenia lub uzyskania bezpiecznego dostepu do pomieszczen. %

"ﬁ 4 ———————
o & |



ROZPORZADZENIE W SPRAWIE |JEDNOLITEGO RYNKU UStUG
CYFROWYCH (AKT O UStUGACH CYFROWYCH/DSA)

wzmacnienie

ochrony praw

uzytkownikow
Internetu

przeciwdziatanie
nielegalnym
treSciom

wieksze
bezpieczenstwo
w Srodowisku
cyfrowym

podniesienie

standardow
odpowiedzialnosci
platform
cyfrowych 4

2>

jednolite zasady
Swiadczenia
ustug cyfrowych
w UE zwigkszenie
ochrony
matoletnich
w Internecie

ochrona
przed szkodliwymi
praktykami

A handlowymi
zapewnienie

przejrzystosci
mechanizmow
algarytmicznych

Akt o ustugach cyfrowych
obowigzuje od 17 lutego 2024 r.

Celem DSA jest stworzenie
bezpiecznego i przejrzystego
sSrodowiska internetowego dla
wszystkich  uzytkownikow -
zarowno o0so6b fizycznych, jak i
firm.




ROZPORZADZENIE W SPRAWIE |JEDNOLITEGO RYNKU UStUG
CYFROWYCH (AKT O UStUGACH CYFROWYCH/DSA)

= DSA naktada obowigzki dla dostawcow ustug cyfrowych, ktére majg zapewnic:

= rowne traktowanie dziatalnosci w Swiecie rzeczywistym tzw. offline i ustug Swiadczonych drogg elektroniczng tzw.
online;

Swe] ®  przejrzystos¢ w dostarczaniu tresci reklamowych;
®  poszanowanie podstawowych praw i wolnosci konsumentéw.
m  Zgodnie z DSA niedozwolone jest prezentowanie na platformach internetowych reklam opartych na profilowaniu
z wykorzystaniem szczegdlnych kategorii danych osobowych (danych wrazliwych), co oznacza dane ujawniajace
pochodzenie rasowe lub etniczne, poglady polityczne, przekonania religijne lub filozoficzne, przynaleznosc do
zwigzkéw zawodowych, dane genetyczne i biometryczne czy dane dotyczace zdrowia.
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PRAWNE ASPEKTY BIOMETRII

WYBRANE ORZECZNICTWO
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ORZECZNICTWO EUROPE|SKIEGO TRYBUNAtU
PRAW CZtOWIEKA (ETPCZ)

W sprawie dot. przechowywania zdjeé¢ skazanych terrorystow w lIrlandii. ETPCz uznat, ze przechowywanie
podstawowych danych osobowych osoby aresztowanej, a nawet innych oséb obecnych w tym czasie: nie moze
wykraczac poza uzasadnione granice procedury dochodzeniowej w sprawie przestepstw terrorystycznych

W sprawie S. i Marper przeciwko Zjednoczonemu Krolestwu ETPCz uznat, ze przechowywanie odciskow palcéow

wymaga minimum zabezpieczen dotyczacych: czas trwania, przechowywanie i usuwanie danych, zwtaszcza jesli
dane sg przetwarzane automatycznie

ETPCz stwierdzit rédwniez, ze poziom ingerencji moze sie rézni¢ w zaleznosci od rdéznych kategorii danych
osobowych stwierdzajgc, ze odciski palcow majg mniejszy wptyw na zycie prywatne niz prébki DNA

ETPCz uznat, ze zatrzymywanie probek DNA stuzy uzasadnionemu celowi wykrywania przestepstw,
ale przechowywanie danych DNA narusza art. 8 Konwencji, poniewaz przechowywane byty nie tylko dane osob

skazanych, ale takze dane oskarzonych, ktérzy zostali juz uniewinnieni, a ich dane byty przechowywane
bezterminowo

X A ,,




ORZECZNICTWO EUROPE|SKIEGO TRYBUNAtU
PRAW CZtOWIEKA (ETPCZ)

= W sprawie Van der Velden ETPCz uznat, ze pobieranie probek DNA nie narusza art. 7 Konwencji. ETPCz uznat

obowigzek poddania sie badaniom DNA osob skazanych za przestepstwa o okreslonej wadze, odnotowujac
znaczny wktad danych DNA w egzekwowanie prawa

: ETPCz uznat réwniez, ze ze wzgledu na wykorzystywanie, do ktdrego w szczegdlnosci materiat komorkowy moze

N by¢ przydatny w przysztosci, bezterminowe przechowywanie tego materiatu wykracza poza zakres neutralnej

identyfikacji danych, takich jak odciski palcow oraz jest wystarczajaco inwazyjny, aby stanowic ingerencje w
prawo do: poszanowanie zycia prywatnego, o ktdrym mowa w art. 8 ust. 1 Konwencji

= W sprawie Gaughran przeciwko Wielkiej Brytanii ETPCz uznat, ze niedopuszczalne jest w przypadku odciskow
palcow i profili DNA osdb skazanych za wykroczenia przechowywanie ich danych bezterminowo bez mozliwosci

zadania usuniecia te dane. Taka ingerencja w prawo skarzgcego do poszanowania zycia prywatnego nie moze by¢
uznana za niezbedng w demokratycznym spoteczenstwie

ETPCz w swoich rozwazaniach uznat, ze zachowanie odciskdw palcow i fotografii do czasu Smierci mozna uznac
za porownywalne z bezterminowym przechowywaniem

'y /



ORZECZNICTWO TRYBUNALU SPRAWIEDLIWOSCI
UNII EUROPEJSKIE] (TSUE)

W sprawie Schwarz TSUE stwierdzit, ze przetwarzanie odciskow palcow nie wykracza poza to, co jest konieczne
do osiggniecia celu rozporzadzenia nr 2252/2004, ktéry zobowigzuje organy panstwowe do pobierania i

przechowywania odciskdow palcow przy wydawaniu paszportu, jakim jest ochrona przeciwko nielegalnemu
uzywaniu paszportow

TSUE wyraznie wspomniat, ze niezgodnos$¢ miedzy odciskami palcow posiadacza paszportu, a danymi w tym
dokumencie nie s3 oparte na automatycznej decyzji, takiej jak odmowa wjazdu do Unii Europejskiej, a
spowodujg bardziej szczegétowa kontrole tej osoby w celu ostatecznego ustalenia jej tozsamosé



ORZECZNICTWO TRYBUNALU SPRAWIEDLIWOSCI
UNII EUROPEJSKIE] (TSUE)

W sprawie Burgemeester TSUE uznat, Zze rozporzadzenie nr 2252/2004 nie ma zastosowania do wykorzystywania

i przechowywania danych biometrycznych do innych celéw niz wydanie paszportu. Kwestie te nalezg wytgcznie
do kompetencji panstw cztonkowskich

Prawa podstawowe gwarantowane przez KPP UE majg zastosowanie tylko tam, gdzie prawodawstwo krajowe
nie spetnia wymogow w zakresie prawa Unii

TSUE doszedt do wniosku, ze centralne przechowywanie danych biometrycznych jest sprzeczne z art. 7 i 8 KPP
UE, ale jest proporcjonalne i niezbedne do zwalczania oszustw dotyczgcych tozsamosci i dokumentow

TSUE stwierdzit rowniez, ze okres przechowywania wynoszacy piec lat nie jest nadmierny i jest uzasadniony w
Swietle celu, jakim jest zapobieganie i zwalczanie oszustw dotyczgcych tozsamosci i dokumentow




Naczelny Sad Administracyjny w wyroku (sygn. akt | OSK 249/09) uznat, ze wykorzystywanie danych biometrycznych
pracownikow do kontroli czasu pracy narusza zasade adekwatnosci.

Sad ten wskazat, ze wykorzystanie danych biometrycznych do kontroli czasu pracy pracownikdw jest nieproporcjonalne do
zamierzonego celu ich przetwarzania

Wyrok Wojewddzkiego Sadu Administracyjnego (sygn. akt Il SA/Wa 809/20), ktéry uchylit decyzje Prezesa UODO naktadajgca
kare na szkote, przetwarzajgcg dane biometryczne ucznidéw jest w opozycji do wczesniejszego orzecznictwa NSA

Prezes UODO natozyt na szkote kare w wysokosci 20 tys. zt za to, ze przetwarzata dane biometryczne dzieci i nakazat jej usungc
te dane. Decyzja ta zostata zaskarzona do WSA, ktoéry jg uchylit. WSA uznat w tej sprawie, ze wyrazenie zgody przewidziane w
art. 9 ust. 1 lit. a RODO legalizuje pobieranie i przetwarzanie danych biometrycznych dzieci

UODO jednak nie moze sie z tym zgodzi¢. Udzielona przez rodzicow zgoda na przetwarzanie danych biometrycznych ich dzieci
nie moze by¢ uznana za dobrowolng, skoro jej brak wywotywat negatywne skutki w postaci koniecznosci przepuszczenia w
kolejce po positek, tych dzieci, ktérych rodzice taka zgode wyrazili

Prezes UODO ztozyt do NSA kasacje od wspomnianego wyroku WSA, ktéry uchylit decyzje organu nadzorczego. Zdaniem UODO
w sprawie doszto nie tylko do naruszenia zasad okreslonych w RODO, tj. minimalizacji i adekwatnosci, dobrowolnosci
wyrazenia zgody, ale i do dyskryminacji niektérych uczniow

| . 1






=  Naruszenie autonomii i godnosci cztowieka: Wykorzystywanie unikalnych cech ciata do tworzenia cyfrowych
szablonéw ingeruje w_integralnos¢ fizyczng jednostki. Sam proces gromadzenia i uzywania tych danych jest
postrzegany jako naruszenie osobistej autonomii oraz godnosci cztowieka.

= Niezmiennos¢ danych i brak , mozliwosci ucieczki”: Cztowiek posiada ograniczong liczbe identyfikatorow
biometrycznych, ktére sg praktycznie niezmienne. W przeciwienstwie do tradycyjnych haset, biometrii nie mozna
zmienic, co oznacza, ze jednostka nie ma mozliwosci odciecia sie od raz utworzonego szablonu.

Ny @
®=  Globalna inwigilacja i zdalne sledzenie: Posiadanie szablonu biometrycznego pozwala dowolnemu podmiotowi

na_identyfikacie i monitorowanie osoby w dowolnym miejscu na Swiecie. Technologia ta umozliwia skuteczne \\

Sledzenie bez ograniczen czasowych i miejscowych, co stwarza ryzyko masowego nadzoru.

m Kradziez tozsamosci i spoofing: Skradzione szablony mogg postuzyé do tworzenia ,fatszywek” i popetniania J
oszustw. Przyktadem jest tworzenie sztucznych palcéw na podstawie biometrycznego wzorca odcisku palca, co
pozwala na obchodzenie (spoofing) systemow zabezpieczen.

\ . \
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= Zwiekszone ryzyko cyberbezpieczenstwa: Bazy danych biometrycznych sg statym celem atakéw, zaréwno podczas

przechowywania, jak i przesytania wzorcow. Naruszenie takich danych wigze sie z o wiele wiekszym ryzykiem dla
praw podstawowych niz w przypadku standardowych danych osobowych.

B

= Ujawnienie ukrytych informacji wrazliwych: Zapisany szablon biometryczny moze stuzy¢ do wyodrebnienia
danych, ktérych jednostka nie chciata ujawnia¢, takich jak pochodzenie etniczne czy predyspozycje do
okreslonych chordb.

Ny @
= Zaawansowane profilowanie i taczenie danych: Unikalnos¢ biometrii pozwala na wydajne zestawianie jej z .

informacjami z wielu innych Zzrédet. Umozliwia to tworzenie rozbudowanych profili oséb, co ma powazny wptyw \
na ich zycie prywatne.
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m  Case: w 2019 na konferencji Black Hat w USA zaprezentowano sposdb obchodzenia wykrywania zywotnosci w -L
technologii Face ID od Apple. Firma Apple ma wielu klientéw-okularnikédw i ma tez fiota na punkcie user

experience, wiec nie chciata utrudnia¢ nikomu zycia koniecznoscia zdejmowania okularow do odblokowania
telefonu.

B

Jesli uzytkownik zatozyt okulary, to Face ID nie tworzyta i nie analizowata tréjwymiarowego modelu okolicy oczu.

To naprowadzito badaczy na genialnie proste rozwigzanie. Trzeba byto stworzyé okulary z przekonujgcym (dla Al)
obrazem oczu, ktory moze byc¢ ptaski.

~N e
— N
m  Case: w 2020 r. badacze z Cisco Talos osiggneli 80% skutecznosci atakujgc czytniki odciskdw palcéw przy pomocy \
replik odciskdw wytworzonych z uzyciem drukarki 3D. ‘
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Problemy etyczne w podejmowaniu decyzji: Algorytmy sg programowane zgodnie z potrzebami uzytkownikow, 'L
co sprawia, ze konkretne wyniki dopasowania mogg automatycznie wyzwala¢ okreSlone reakcje, takie jak
odmowa dostepu do budynku czy objecie danej osoby wzmozonym nadzorem.

Wykorzystanie danych poza identyfikacjg: Dane uzyskane w procesie rozpoznawania mogg by¢ przechowywane i
przetwarzane w celach wtérnych, na przyktad do tworzenia profili mobilnosci osob.

taczenie réznych rodzajow danych: Aby poprawicé skutecznos¢ techniki identyfikacji, systemy czesto tgczg ,silne”
dane biometryczne ze , stabymi” identyfikatorami, takimi jak pte¢, wiek, wzrost czy pochodzenie etniczne.

Ny @

Ryzyko dyskryminacji i uprzedzen: Systemy rozpoznawania twarzy czesto wykazujg mniejszg dokfadnosé w \\
przypadku oséb kolorowych, kobiet oraz dzieci. Wynika to bezposrednio z jakosci i wielkosci danych, na ktérych

trenowano dany model Al. ‘
g_\\/;“/ b 7 \ ~
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®=  Drastyczne konsekwencje btedow: W przypadku dziatan organdow scigania btedne przypisanie wysokiego wyniku

dopasowania moze prowadzi¢ do bezprawnego aresztowania lub skazania.

= Trwata stygmatyzacja: Samo przypisanie osoby do negatywnej kategorii (np. ,terrorysta” lub ,przestepca”) moze
powaznie wptyngc na jej zycie prywatne, nawet jesli btgd systemu zostanie pdzniej skorygowany.

Case: Alonzo Sawyera (USA) tj. przypadek niestusznego skazania mezczyzny przez amerykanski wymiar
sprawiedliwosci z powodu btedu Al (patrz takze: Randall Reid, Nijeer Parks, Robert Williams).

®m  Ograniczenia techniczne: Systemy Al dziatajg najlepiej, gdy osoby na zdjeciach patrzg wprost i pozostajg w
bezruchu. W praktyce zdjecia oséb poszukiwanych sg czesto przeciwienstwem idealnych warunkéw, co utrudnia
skuteczng prace algorytmu.

B

=

-

.

of



ETYCZNE ASPEKTY ZWIAZANE Z IDENTYFIKACJA BIOMETRYCZNA
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m Case: w 2023 r. badacze z Columbia Engineering Undergraduate stworzyli model Al, ktéry miat za zadanie
przeanalizowanie olbrzymiej bazy danych odciskow palcow. W sumie Al miata do zbadania ok. 60 tys. linii S
papilarnych.

Okazato sie, ze byty przypadki, gdy para linii nalezata do tej samej osoby, ale do roznych palcéw, a niekiedy do
dwodch zupetnie innych osob.

B

Recenzenci uznali, ze baza danych jest zbyt mata, zeby podwazyc¢ teze o unikalnosci linii papilarnych. Zespoét nie
poddat sie i zebrat wiecej danych oraz usprawnit model Al, aby otrzymane wyniki byty jeszcze dokfadniejsze. W
koricu udato sie i praca inzynieréw z Columbii doczekata sie publikacji w wydaniu ,,Science Advances”. N

Odkrycie moze sprawi¢, ze skazani mogg zosta¢ uniewinnieni w wyniku btednego porownywania linii %
papilarnych.

W badaniu czytamy, ze Al wykorzystata zupetnie nowe podejscie do analizy linii papilarnych, a doktadnos¢ wynosi
ok. 77%. Al skupiata sie gtdwnie na kwestiach zwigzanych z katami i krzywiznami wiru i petli na srodku odcisku
palca.

Problemem moga by¢ potencjalne uprzedzenia modelu Al. Chodzi m.in. o pte¢ i rase, zeby unikng¢ tych

e komplikacji, Al musi mie¢ do dyspozycji duzo mniej ograniczong baze danych.
- % .




ETYCZNE ASPEKTY ZWIAZANE Z IDENTYFIKACJA BIOMETRYCZNA

m Datafikacja i uprzedmiotowienie cztowieka: Tworzenie unikalnych szablondw biometrycznych przeksztatca cechy .L
fizyczne w dane cyfrowe, co prowadzi do datafikacji ludzi. Proces ten moze prowadzi¢ do uprzedmiotowienia ‘
jednostki i wykorzystania jej cech przez inne podmioty w celach sprzecznych z jej interesem.

m  Case: PimEyes to pftatna wyszukiwarka pozwalajgca odnalez¢ wszystkie zdjecia danej osoby na podstawie jednego
zdjecia ztadowanego na strone. Zdjecia wykorzystywane przez PimEyes zaczerpniete sg ze stron internetowych,
takich jak: blogi, studia fotograficzne, serwisy newsowe, zrzuty zdje¢ z Zoom’a czy witryny z recenzjami lokali
gastronomicznych, a nawet serwisy pornograficzne. v

Wyszukiwanie dziata bardzo dokfadnie, docierajagc nawet do tych rejondw sieci, o jakich dawno juz nikt nie
pamieta i wyciggajac _na Swiatlo dzienne zdjecia, ktére trudno odnalezl nawet przy pomocy Google'a.
Potencjalnie moze by¢ zatem bardzo niebezpieczne i wykorzystywane jako tatwy orez do walki z prywatnoscig np.
bytych partnerow czy wspotpracownikow.

W 2018 r. firma chwalita sie przeanalizowaniem 1 terabajta zdje¢ oraz przechowywaniem w swojej bazie danych
biometrycznych ponad 100 min twarzy. Rok pdzniej baza obejmowata 500 min twarzy, a w 2020 r. byto to juz 900

mIn twarzy, a obecnie — 2 miliardy (!)
> & | ?



= Ingerencja w integralnos¢ ciata i prywatnos¢: Zbieranie identyfikatoréw biometrycznych jest uznawane nie tylko

za naruszenie prywatnosci i ochrony danych, ale rowniez za ingerencje w_integralnos¢ ciata osoby, poniewaz
szablony te reprezentujg fizyczne cechy organizmu.

m  Case: Facebook (obecnie Meta) i dawna funkcja “Tag Suggestions”, czyli mechanizmu sugerowania, kto jest na

danym zdjeciu. Kazde zdjecie przestane do serwisu jest skanowane przez kilka réznych systemow. i

Czesc¢ algorytmow szuka na zdjeciach tresci nielegalnych, drazliwych i niedostosowanych dla dzieci. Wliczajg sie w

to np. krwawe sceny, czy chocby nagosé. Inne algorytmy duzo bardziej ingerowaty w prywatnosé, bo na kazdym \
zdjeciu skanowaty twarze wszystkich oséb uwiecznionych na fotce. To dlatego Facebook modgt proponowac

oznaczanie znajomych. J

Funkcja ta okazata sie by¢ sprzeczna m.in. z przepisami gwarantujgcymi prywatnosc¢ (tzw. biometric privacy law) w
lllinois za co FB/Meta zostat ukarany 500 min S.
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ETYCZNE ASPEKTY ZWIAZANE Z IDENTYFIKACJA BIOMETRYCZNA
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= Bezpieczenstwo publiczne a prawa jednostki [+]: Organy Scigania mogg uzasadnia¢ pewne naruszenia |
prywatnosci potrzebg zachowania bezpieczenstwa publicznego, pod warunkiem zachowania rownowagi miedzy
interesem ogotu a prawami jednostki. Technologie biometryczne i Al sg postrzegane przez Parlament Europejski
jako narzedzia zwiekszajgce skutecznos¢ kontroli granic i egzekwowania prawa.

m  Case: Centrum Biometryczne Interpolu (BioHub) uruchomione w pazdzierniku 2023 r. umozliwito policji po raz

pierwszy aresztowania juz w potowie listopada 2023 r. po wykorzystaniu zdalnego sprawdzania danych
biometrycznych Interpolu w celu identyfikacji podejrzanego przemytnika.

-

Poszukiwany za handel ludzmi od 2021 r. mezczyzna zostat zatrzymany podczas kontroli policyjnej w Sarajewie w \\

Bosni i Hercegowinie. Podat fatszywe dane osobowe i uzyt nieprawdziwych dokumentow, prébujac przedostac sie
do Europy Zachodnie;j.

Centrum Biometryczne Interpolu, umozliwito porownanie danych biometrycznych osoby z globalng bazg danych
BioHub dotyczacg odciskow palcéw oraz rozpoznawania twarzy. Po przestaniu zdjecia przemytnika do Centrum
\ Biometrycznego od razu potwierdzono, ze jest on poszukiwany w innym kraju europejskim.
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ETYCZNE ASPEKTY ZWIAZANE Z IDENTYFIKACJA BIOMETRYCZNA
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= Bezpieczenstwo publiczne a prawa jednostki [+/-]: Zdalna identyfikacja pozwala ona na identyfikacje duzej liczby jednostek,
W _czasie rzeczywistym, w przestrzeni publicznej, bez jakiejkolwiek wspotpracy ze strony jednostek zidentyfikowanych. Ataki
terrorystyczne drastycznie zwiekszyty rozmieszczenie telewizji przemystowej w miejscach publicznych w potaczeniu z
identyfikacjg biometryczna.

m  Case: PimEyes zostato wykorzystane przez dziennikarzy sledczych pracujgcych nad materiatami dotyczgcymi ataku na Kapitol &=
w Waszyngtonie, do ktorego doszto 06.01.2021 r., kiedy ttum oséb rozwscieczonych przegrang Donalda Trumpa w wyborach
prezydenckich w USA wtargnat do budynkéw rzgdowej administracji federalnej. PimEyes postuzyto wéwczas do identyfikacji
konkretnych oséb widocznych na zdjeciach z tych wydarzen.

®  Powszechno$¢ zastosowan biometrii: Rozpoznawanie twarzy i skanowanie odciskdw palcow stato sie standardem w N
odblokowywaniu urzadzen elektronicznych oraz uzyskiwaniu dostepu do wrazliwych ustug, takich jak aplikacje bankowe czy
konta e-mail.

=  Ryzyko nieodwracalnosci danych: Gtéwnym zagrozeniem jest fakt, ze w przeciwienstwie do haset, identyfikatoréw
biometrycznych nie_mozna zmienié. Jesli zostang one naruszone, dana osoba moze bezpowrotnie straci¢c mozliwosc
bezpiecznego korzystania z uwierzytelniania biometrycznego.
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Utrata kontroli: Im wiecej identyfikatoréw biometrycznych znajduje sie w obiegu jako klucze dostepu, tym _L
mniejsza jest nad nimi kontrola i tym mniejszy poziom ogdlnego bezpieczenstwa.

Case: TikTok w USA tamat federalne przepisy dotyczace prywatnosci i cyberbezpieczenstwa, pobierajgc dane
dotyczace cech fizycznych i behawioralnych umozliwiajgcych identyfikacje uzytkownikdow. Wrazliwe informacije
byty gromadzone z uzyciem technik rozpoznawania twarzy, w celu okreslenia m.in. pochodzenia etnicznego, pfici i
wieku uzytkownikow. TikTok zawart na poczatku 2021 r. ugode na kwote 92 min S. -~

-

Case: TikTok w USA zmiany w polityce aplikacji dot. automatycznego zbierania danych biometrycznych, takich jak \
skany twarzy i probki gtosu (zwane przez TikTok: "faceprints" i "voiceprints") z tresci publikowanych przez
uzytkownikdw na platformie. TikTok moze takze kolekcjonowa¢ dane o naturze diwieku i tresci stow
wypowiadanych przez uzytkownika. Te informacje zas majg stuzy¢ do umozliwienia moderowania publikowanych

na platformie filmow.




Case: Clearview Al to firma, ktdra zastyneta z przechwatek, ze posiada najwiekszg baze biometrycznych obrazéw twarzy na swiecie. Clearview
Al istotnie zgromadzita zbidr, w ktdrym znalazto sie ponad 30 mld!, cho¢ firma podaje na swojej stronie 50 mld zdjec¢ (w styczniu 2023 byto to
20 mid, w 2026 — 60 mld zdje¢, a cel to 100 mld zdjeé!) wykorzystywanych do uczenia algorytméw i zasilania baz danych skanéw twarzy

wigzanych z tozsamoscia, ktore wykorzystywane sa m.in. przez systemy rozpoznawania twarzy.

Clearview Al dysponuje bazg danych zdje¢, ktére sg gromadzone z medidw spotecznosciowych, takich jak Instagram i Facebook, a takze z
innych zrodet internetowych, w tym stron osobistych, zawodowych i artykutéw prasowych. Spdtka pobiera te zdjecia z Internetu, a nastepnie
przeksztatca je w unikalne kody biometryczne dla kazdej twarzy.

Gtownym produktem sprzedawanym przez firme Clearview Al jest dostep do jej baz danych. Kupujg go rozmaite podmioty — od prywatnych
spotek z catego Swiata, po organy scigania chcace korzystac z zasobow firmy do usprawniania swojego korzystania z systemow rozpoznawania
twarzy.

Clearview Al zostata ukarana najwyzszg karg za naruszenia RODO. Kare w wysokosci 30,5 miliona euro! natozyt na Clearview Al Holenderski
Organ Ochrony Danych Osobowych decyzjg z dnia 16 maja 2024 roku. Ponad to Organ ostrzegt Clearview Al przed mozliwoscig natozenia
kolejnej kary w wysokosci do 5,1 miliona euro za dalsze nieprzestrzeganie przepiséw dotyczgcych ochrony danych osobowych, jesli Spotka nie
zaradzi istniejgcym naruszeniom. Gtédwny zarzut to brak podstawy prawnej do gromadzenia zdje¢ twarzy, tworzenie baz danych zawierajacej
zdjecia, unikalne kody biometryczne oraz inne powigzane informacje.

Clearview Al ma na swoim koncie juz inne kary m.in. kare finansowg w wysokosci 20 mln euro natozong przez francuski organ ochrony danych
osobowych CNIL w zwigzku z nielegalnym gromadzeniem danych obywateli tego kraju.

Brytyjski ICO natozyt na Clearview Al w 2022 r. kare wynoszgca ponad 9 milionéw dolarow w zwigzku z nielegalnym gromadzeniem zdje¢ osdb
i tworzeniem na ich podstawie baz danych dla systemu rozpoznawania i identyfikowania twarzy.
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= Case: w 2022 r. Mistrzostwa Swiata w Pitce Noinej w Katarze - film Mateusza Chroboka na YouTube:
https://www.youtube.com/watch?v=s0f8LvdKxIY

m  Case: Chiny i polityka ,zero covid” tj. masowe testowanie, dorazne i dfugotrwate lockdowny, ktére powaznie
ograniczajg wolnos¢ i prawa obywateli; wymogi masowego i systematycznego testowania oraz kwarantanny, a -
takze nieproporcjonalnych i powaznych ograniczen swobody przemieszczania sie w obrebie Chin. Ograniczenia te
doprowadzity réowniez do niedoboru podstawowych towarow, w tym zywnosci, do ograniczonego dostepu do ™
opieki zdrowotnej oraz do wzrostu bezrobocia mtodziezy. Ze wzgledu na Sciste egzekwowanie lockdownow \
dochodzito do odgradzania catych budynkdéw, w tym wyjs¢ ewakuacyjnych. ‘

=
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m  Zagrozenie dla praw podstawowych: Catkowita inwigilacja moze doprowadzi¢ do wyeliminowania wolnosci stowa -L
oraz zgromadzen, ktére sg niezbedne do aktywnego udziatu w zyciu politycznym. Brak powyzszych swobdd
uniemozliwia skuteczne funkcjonowanie opozycji, co bezposrednio uderza w mechanizmy gwarantujace
stabilnosc¢ systemu demokratycznego.

B

= Wykorzystanie Big Techow: Dzieki tworzeniu szczegotowych profili jednostek oraz zaawansowanej analizie duzych
zbiorow danych, mozliwe staje sie przewidywanie poglagddow politycznych obywateli.

= Prewencyjne eliminowanie sprzeciwu: Technologia pozwala wtadzy na identyfikowanie i neutralizowanie oporu “+*
wobec rzadu z wyprzedzeniem, zanim sprzeciw ten zdazy sie realnie zamanifestowac.

-

N

m  Case: Cambridge Analytica w USA prowadzita dziatania na rzecz kampanii prezydenckiej Donalda Trumpa w 2016 J
r. i uzyskata dostep do danych osobowych z ponad 87 miliondw (!) kont na Facebooku w celu profilowania
wyborcow i ich targetowania, Facebook (obecnie Meta) nie przyznat sie do winy, ale zawart ugode na kwote 725

\ min S. &
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m  Case film: na Netflix: Hakowanie Swiata opowiada o ww. aferze uznanej za jedng z najwazniejszych afer ostatnich
lat tj. Cambridge Analytica. Dokument odstaniania wptyw zbierajgcej dane korporacji na kampanie prezydencka

Donalda Trumpa i prébuje dowies¢ jej zaangazowania w Brexit. Pokazuje, jak prowadzi sie w sieci wielkg polityke,
prezentujgc precyzyjne mechanizmy targetowania, ktére umozliwiajg namierzenie osdb nieprzekonanych,
ustalenie cech ich osobowosci, okreslenie, na co najlepiej zareagujg i wysytanie specjalnie pod nich skrojonego

przekazu
L N
m  Case ksigzki:
N
m B. Kaiser Dyktatura danych, \
= Ch. Wylie Mindf*ck,
m M. Fisher W trybach chaosu. Jak media spotecznosciowe przeprogramowaty nasze umysty i nasz swiat, /

m S, Czubkowska Bogtechy. Jak wielkie firmy technologiczne przejmujq wfadze nad Polskg i swiatem

\ \
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ETYCZNE ASPEKTY ZWIAZANE Z IDENTYFIKACJA BIOMETRYCZNA

,W 2015 roku Youyou, Kosinski i Stillwell opublikowali wyniki badan, z ktérych wynikato, ze modele komputerowe doskonale "L
radzg sobie z okreslaniem cech osobowosci na podstawie facebookowych polubien. Opracowany przez trojke naukowcéw

algorytm na podstawie zaledwie 10 rozdanych przez dang osobe , lajkow" odgadywat cechy jej charakteru trafniej niz jej

B

wspotpracownicy. Majac do dyspozycji 150 ,lajkow" algorytm byt w stanie okreslic podstawowe czynniki osobowosci

danej osoby trafniej niz cztonkowie jej rodziny, a przy 300 ,lajkach" osiggat lepszy wynik od jej zyciowego partnera lub
Ny @

partnerki. (...) Facebook (...) ma wglad w twoje relacje z innymi, towarzyszy ci nieustannie w twoim telefonie i doktadnie
N

wie, co ogladasz oraz co kupujesz w Internecie. W rezultacie dane z Facebooka znacznie lepiej odzwierciedlajg to, kim \

,haprawde jestes" niz opinie twoich znajomych czy bliskich. Autorzy badania doszli do wniosku, ze w niektdrych ‘

przypadkach przewidywania dotyczace nawykow danej osoby okazuja sie doktadniejsze od jej wtasnej samooceny.”

[Ch. Wylie ,,Mindf*ck”]




= Profile biometryczne s3 podatne na zagrozenia poufnosci i naruszenie cyberbezpieczenstwa

= Naruszenia danych osobowych zawsze prowadza do ingerencji w osoby, ktorych dane dotycza, prawo do ochrony
danych i zycia prywatnego, ryzyko naruszenia praw podstawowych jest wieksze, jesli naruszenie dotyczy
szablonow biometrycznych, gdyz: —

®  szablonéw biometrycznych mozna uzywac do zdalnego sledzenia i nadzoru na catym swiecie

= identyfikatory biometryczne s3 coraz czesciej wykorzystywane do celow uwierzytelniania, dlatego kazdy, kto kontroluje $o

szablony biometryczne, moze ich uzywac¢ do tworzenia ,fatszywki” i popetnia¢ oszustwa dotyczace tozsamosci
N

®  osoby fizyczne maja tylko ograniczona liczbe identyfikatoréw biometrycznych, ktore sa praktycznie niezmienne. Ataki majace \
na celu uzyskanie nieautoryzowanego dostepu do szablonow biometrycznych moga byc¢ skierowane przeciwko biometrii

bazy danych systemu lub przy przekazywaniu wzorcow biometrycznych ‘

= W przypadku ujawnienia szablondw biometrycznych ryzyko dla osoby, ktorej dane dotycza, dotyczy nie tylko
informac;ji wrazliwych, ale i mozliwosci wyodrebnienia z samego zapisanego szablonu biometrycznego, danych
\ takich jak pochodzenie etniczne osoby lub prawdopodobienstwo niektorych chorob
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Ze wzgledu na swoja wyjatkowosc szablony biometryczne pozwalaja wydajnie identyfikowac i sledzic bez
ograniczen czasowych oraz miejscowych

Sa czesto powiazane z innymi danymi osobowymi i mozna je porownywac z danymi pochodzacymi z roznych
zrodet, ktore umozliwiaja tworzenie rozbudowanych profili osob, ktore to moga mie¢ powazny wptyw na zycie
prywatne osoby

W rekach niewfasciwych podmiotow zwiekszaja rowniez ryzyko tzw. spoofingu, czyli obchodzenia systemow
biometrycznych poprzez przedstawianie sfatszowanych identyfikatorow biometrycznych

Podczas gdy niektore identyfikatory, takie jak teczowka, sa raczej trudne do odtworzenia, inne mozna tatwie;j
sfatszowac, np. biometryczny szablon odcisku palca moze byc¢ uzyty do stworzenia sztucznych palcow

N




=  Moga sie pojawic problemy etyczne zwiazane z algorytmicznym podejmowaniem decyzu dot. préé‘é‘dur ____ :
decyzyjnych systemu, ktore sa zwykle kodowane przez programistow Zgodniesz, I<on|<retnym| potrzebami
uzytkownikow, zwykle rézne pasujace wyniki beda wyzwalagrozne reakcje, np. wysoki' Wynik dopasowania-meze

%

prowadzi¢ do przyznania lub odmowy dostgptido: budynku%leslw o dodatkowe dane UW|erzyteIn|a|@ce jub T —

———

wzmocnionego nadzoru | —_—
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Dane wynikajace z identyfikacji, moga byc¢ przechow7wane i dalej przetwarzane w celach wykraczamcych poza ™

identyfikacje, takich jak tworzenie profilu moblanSC| R
S \\\
~

Czesto ,,silne” dane blometrchn?mblerane razem i‘e&hym , takimi jak pte¢, wiek, pochodzenle etn1£2ne lub g
wzrost, ktore moga: by¢ uzywane w pofaczeniu z silnymi identyfikatorami-w.celli poprawy wskaznl

kow
powodzenla\technlkl identyfikacji 3 - j
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Kwestie dyskryminacji lub stygmatyzacji pojawiaja si¢ na przykfad przy rozpoznawaniu twarzy - - nie powinno ono by¢ mniej dok’radne vf“"‘&k
przypadku osob kolorowych i w kazdym przypadku zmniejszona dokfadnos¢ musi byc nalezycie uwzgledniona “S

Wykorzystywany do celow egzekwowania prawa, btednie przypisywany wysoki wynlk depasewania moze miec drastyczne konsekwencje
dla poszkodowanych, takie jak bezprawne aresztowanie lub w najgorszym przypadkubezprawne skazanie &

Nawet jesli bledna decyzja systemu algorytmicznego zaostanie skorygow 12, sam fakt, ze zostat przypisany do stygmatyzujacej kategorii, S
takiej jak ,,handlarz narkotykow”, ,,przestepca seksualny™slubs;terrorysta”, moze samo w sobie powaznie prwac na zyC|e prywatne
danej osoby —

Case:Alonzo Sawyera (USA) tj. przypadek nles’rusznego skazania. quczyzny przez amerykanskl wymiar sprawiedliwosci z poweodes blﬁqd-u\

Al (patrz takze: Randall Reid, Nijeer Parks, Robert Williams). N
Pierwszym problemem jest uprzedzenie Al'6dpowiedzialnej za systemy.rozpoznawania twarzy. Cechq wspolnq wszystkich wymiénionych ~
mezczyzn jest ich ciemny kolor skorySkutecznose danego modelu zalezy catkowicie od wielkosci i jakosci danych trenlngowy/c})/\/ N
zwiazku, z czym dzieci i kobiety, a takze osoby reprezentujace inne rasy*meoga spotkac sie z nlespraW|edI| osadem Al \\

Inny problem polega na tym, ze Al najlepiej dziata kiedy osoby przedstawione na zdjgciach patrza sie na wprost warte, usta
zamkniete, a clato zatrzymane w ruchu. Co czesto jest trudne dg/osw}gnlqaa, gdyz zdjecia osob poszuklwanych sa kompletny

PrzeCIWIenStwem_ngQ,L;;Km Al pracuje sie'najlepie;j. P 7 N

7
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®  Urzadzenia elektroniczne sa odblokowywane za pomoca rozpoznawanla ‘twarzyiskan nOWania odciskowapalcow, a

te metody identyfikacji moga byc dalej wykorzystywane do szsklwanla dostepu do apllkac]l bankowych lub kont.
email N— % P
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Im wiecej istnieje identyfikatorow blometrycinych Jakosklucz dostgpu i ]est w,obiegu, tym jest to mnie| "

bezpieczne i tym mniejsza kontrole ma sie nad tym, kto ma dostep do zablokowanxch Ergfdmlotow R ar

Hasta mozna zmienic, jesli zogtab: naruszone, biometrycznych identyfikatoréw nie mozna zmienié:W. zwazku y4 \1

A

tym dana osoba moze nie byc¢ juz w stanie bezpiecznie korzysfa“‘c z uwmrzytelmama«-bmmetrycznego
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Przy zwigkszonych mozliwosciach komputerdw i nowych technik analizy danych, moizliwe jest pozyskanie informacji z m-ik
duzych zbiorow danych z bezprecedensowa szybkoscia i w potaczeniu z innymi danymi osobowynn%ymﬂsamym
intensyfikuje sie ryzyko dla prywatnos¢ zwiazane z nadzorem na duza skalg_ “""{.

dotyczace nadzoru na duza skale.

Zdalna identyfikacja biometryczna jest jedna z tych mozliwosci technologlcznych I<tore‘zwi‘e‘lé*zy’fy obawy etycznem..‘\

\\ - y
Pozwala ona na identyfikacje duzej liczby jednostek, w czasie rzeczyW|stym W przestrzeni publlczne;beuak\le]kolwmk
wspolpracy ze strony jednostek zidentyfikowanych.
Ataki terrorystyczne drastycznie zwiekszyly. rozmieszczenie telewiz;ji przemys’rowej“w\miejscam publicznych w >
pofaczeniu z identyfikacja blom\e\rycznac 7 \ ; .
\ N
U na \\

\
Case: PimEyes zostato wykorzystane przez dZ|enn|karzy sledczych™pracujacych nad mateeri isdotyczacymi a
Kapitol w Waszyngtonie, do ktérego doszto 06.01.2021 r., kiedy ttum osob rozwscieczonych przegrai a frumpa

w wyborach\;rezydencklch w USA wtargnat do budynkcy/ rzqdowe] administracji federalnej. PimEyes postuzyto
wowczas do |a€ntyﬁkaﬁ\konkretnych oscimgwh na zdjeciach’z tych wydarzed. b

{ PG //




—

,ochrona prywatnosci nie stuzy ukrywaniu czegokolwiek, tylko zagwarantowaniu
jednostce, prawa do samorozwoju i podmiotowosci. Ale na szali lezy cos wiecej niz tylko
nasza prywatnosc. Na éekspansje mediow spotecznosciowych nalezy patrzec takze
pbrzez pryzmat wplywu, jaki wywierajq na to, co uznajemy za prawde i co uznajq za niq
otaczajqcy nas ludzie.”

Ch.Wylie ,,Mindféck”




Wszechobecnos¢ czujnikdw: Urzgdzenia codziennego uzytku stale gromadzg szczegdtowe dane o uzytkownikach,

w tym ich lokalizacje, preferencje oraz zachowania.

Tworzenie profili uzytkownikow: Dzieki tgcznosci miedzy réoznymi urzgdzeniami, dane pochodzace z wielu zrédet :
sg integrowane, co pozwala na tworzenie precyzyjnych profili osobowosciowych.

Brak swiadomosci i zgody: Monitorowanie czesto odbywa sie bez wiedzy uzytkownikdw oraz bez jakiejkolwiek
wspotpracy z ich strony, co przypomina mechanizmy identyfikacji biometrycznej. e

Zagrozenia dla wolnosci i godnosci: Ingerencja w prywatnos¢ nie ogranicza sie tylko do technologii ™
biometrycznych; rodwnie niebezpieczne jest sledzenie ruchdw czy rejestrowanie rozmow.
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= Analiza przedmiotdw codziennego uzytku: Nawet korzystanie z podtgczonych do sieci samochodow czy lodéwek
pozwala na wycigganie gtebokich wnioskow dotyczgcych osobowosci i prywatnego zycia cztowieka. -L

Case: Google w 2019 r. potwierdzit doniesienia o podstuchiwaniu uzytkownikéw przez urzadzenia z Asystentem Google,
ktory faktycznie nagrywat i wysytat na serwery dzwieki otoczenia, w tym prywatne rozmowy, gdzie pdzniej byty
przestuchiwane przez pracownikéw Google i pracownikdw zewnetrznych firm.

Case: Revolut w USA uzytkownicy wniesli pozew przeciwko fintechowi, ze nielegalnie gromadzit, przechowywat i &8
wykorzystywat dane biometryczne swoich klientéw wykorzystywane w procesie zaktadania konta (uzytkownik musi
zeskanowac swojg twarz i przestaé do poréwnania zdjecie dokumentu tozsamosci). b

Zdaniem klientow ze stanu lllinois (USA), nie byli oni wtasciwie informowani o catym procesie gromadzenia i \
przetwarzania danych. W efekcie zdecydowano sie wnie$¢ pozew o naruszenie prywatnosci. Poszkodowani powotuja sie

na obowigzujgca w tym stanie ustawe o biometrii (BIPA - Biometric Information Privacy Act). Regulacje zawarte w BIPA
przewidujg odszkodowania w wysokosci do 5000 dolaréw za kazde naruszenie prywatnosci. Oznacza to, ze Revolutowi

moze grozi¢ nawet kilka miliondw kary. Firma nie odniosta sie szczegétowo do stawianych zarzutéw.
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m  Case: Worldcoin projekt oficjalnie uruchomiony w lipcu 2023 r. i finansowany przez inwestorow z Doliny Krzemowej, ktéry zbiera dane
biometryczne za obietnice wynagrodzenia w kryptowalucie (58 tokendw!). Jego wspdtzatozycielem jest Sam Altman, dyrektor generalny OpenAl,
czyli spotki stojgcej za ChatGPT.

Koncepcja projektu polega na zapewnieniu ludzkosci dochodu podstawowego w postaci cyfrowej waluty WLD. Zdaniem Altmana Al wyeliminuje w
najblizszych latach wiele zawoddéw, a worldcoin to sposéb, by podzieli¢ sie ze spoteczenstwem pieniedzmi wygenerowanymi podczas tej rewolucji.
Zeby zweryfikowac, ze srodki trafiajg do ludzi, a nie do botdow, tworcy projektu wymyslili, ze dotgczanie do niego bedzie odbywac sie poprzez
skanowanie teczéwki. Zdjecie wykonuje urzgdzenie w ksztatcie kuli o nazwie Orbs. Projekt twierdzi, ze gwarantuje uzytkownikom zachowanie
anonimowosci, dzieki wykorzystaniu technologii blockchain. Urzednicy z kilku panstw majg co do tego watpliwosci. Firma posiada 15 milionow
uzytkownikow!, ktérzy zweryfikowali juz swojg tozsamosc za pomocg Orba

Francuski organ ds. prywatnosci (CNIL) sonduje Worldcoin podobnie jak regulatorzy z Niemiec i Wielkiej Brytanii. Watpliwosci budzi mechanizm
zaktadania portfeli, opierajgcy sie na skanowaniu oka w celu potwierdzenia tozsamosci.

Hiszpanski sad wydat w 2024 r. orzeczenie zakazujgce sprzedazy danych biometrycznych obywateli. Decyzja sadu jest werdyktem w sprawie firmy
Worldcoin, ktéra wytoczyta proces Hiszpanskiej Agencji Danych Osobowych (AEPD), kiedy ta zakazata spdfce nabywania za kryptowalute danych
biometrycznych obywateli. W trakcie rozprawy potwierdzono, ze spétka Worldcoin pozyskiwata dane dotyczgce teczéwki oka, a takze twarzy. Nie
zawsze, jak ustalono, osoby przekazujgce swoje dane w zamian za kryptowalute wyrazaty zgode na obrét swoimi danymi.

Hiszpanski sad potwierdzit tez, ze doszto do przypadkéw pozyskiwania danych biometrycznych od nieletnich, a takze od oséb nieSwiadomych tego, ze
ich dane bedg w przysztosci przekazywane innym podmiotom.

Wedtug szefostwa Worldcoin skanowanie teczowek i twarzy osob stuzy stworzeniu tzw. paszportu ludzkosci, ktéory ma pozwoli¢ odrdézni¢ ludzi od
sztucznej inteligencji w Internecie, zas optaty w kryptowalutach byty jedynie formg wynagradzania wolontariuszy.

W pazdzierniku 2024 r. ogtoszono, ze Worldcoin, przechodzi rebranding. Od teraz jest to po prostu ,World” lub ,World Network” i wprowadza na rynek
nowg wersje Orba, swojego narzedzia skanujgcego teczéwke oka.
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ETYCZNE ASPEKTY ZWIAZANE Z IDENTYFIKACJA BIOMETRYCZNA

= (Case: CupCut, ByteDance (firma-matka TikToka), zostata pozwana w lllinois. Wedtug zarzutow, firma ta miata 3
korzysta€ bez uprawnien z danych ponad 200 milionéw uzytkownikéw! popularnej aplikacji CapCut, ktorej takze
jest tworcga. To stanowi powazne oskarzenie dotyczgce naruszenia prywatnosci.

Pozew wynika z tego, ze CapCut nie dostarczat uzytkownikom wystarczajgcych informacji dotyczgcych sposobu
gromadzenia i wykorzystania danych. Obawy o prywatnos¢ zwigzane z CapCut skupiajg sie na fakcie, ze jest to
produkt chinskiej firmy, co mogtoby wigzad sie z udostepnianiem danych rzgdowi chinskiemu przez amerykarnska
firme-matke ByteDance.

Proces bazuje na oswiadczeniu bytego pracownika ByteDance z maja 2023 roku, ktory wskazywat na mozliwosé
dostepu chinskiego rzagdu do danych uzytkownikédw. Roszczenia zawarte w pozwie obejmujg rowniez nielegalne
gromadzenie danych biometrycznych. N

Ny @

CapCut celowo tworzyt mylaca i niejasng polityke prywatnosci, potencjalnie wprowadzajgc uzytkownikow w btad i \
zachecajac ich do wyrazenia zgody na praktyki wykorzystujgce ich dane. ‘

CapCut miat gromadzié: zdjecia, filmy, lokalizacje, pte¢, date urodzenia oraz szczegdty urzadzenia, ktére miaty

stuzy¢ reklamom i rozwojowi sztucznej inteligencji. Tak wiec, aplikacja stuzgca do edycji tresci musi by¢

szczegdlnie doktadnie zbadana, poniewaz to tam trafiajg wideo i zdjecia w oryginalnej formie - ktére czesto nie s3

\ publikowane. S
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ETYCZNE ASPEKTY ZWIAZANE Z KATEGORYZAC|A
BIOMETRYCZNA

®=  Definicja i cel kategoryzacji: Systemy te stuzg do przypisywania oséb fizycznych do okreslonych grup lub kategorii, _L
takich jak grupy ryzyka w systemach bezpieczenstwa czy kandydaci do pracy. W odréznieniu od jednoznacznej
identyfikacji, kategoryzacja czesto opiera sie na tzw. ,miekkiej” biometrii.

® Rodzaje stosowanych kategorii: Podziat moze dotyczyé cech wyraznie widocznych (pteé, wiek,
niepetnosprawnosé, pochodzenie etniczne) lub bardziej wyrafinowanych danych, takich jak cechy osobowosci,
kontekst regionalny czy specyficzne grupy ryzyka.

-

= Gtéwne zagrozenia etyczne: Wykorzystywanie tych systemow wigze sie z ryzykiem dyskryminacji, stygmatyzacji N
oraz wyciggania niewtasciwych wnioskéw. Zagrozenia te obejmujg rowniez mozliwos¢ manipulaciji.

N
= Problematyczna konstrukcja kategorii: Problemy etyczne pojawiajg sie juz na etapie definiowania grup kategorii. \

Tworzenie kategorii moze by¢ nieetyczne, jesli opiera sie na nienaukowych i dyskryminujgcych przekonaniach
(np. podziat na ludzi ,lepszych” i ,gorszych”) lub pojeciach kontrowersyjnych historycznie, takich jak ,rasa”. J

m  Zautomatyzowane podejmowanie decyzji: Automatyzacja kategoryzacji niesie ze sobg ryzyko, ze btedna
klasyfikacja stanie sie podstawg decyzji naruszajgcych prawa podstawowe jednostki, czego przyktadem moze by¢
\ np. niestuszna odmowa azylu.
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ETYCZNE ASPEKTY ZWIAZANE Z KATEGORYZAC|A
BIOMETRYCZNA

m  (Case: film na Netflix Dylemat spoteczny, w ktdrym pojawia sie teza, ze to algorytmy social mediéw wptywajg na
polaryzacje spoteczenstwa.

Jesli ktos pasjami oglada spotecznie zaangazowane, lewicowe tresci, to wtasnie te bedg mu podsuwaty Facebook

czy Twitter/X. Dostanie powiadomienia o protestach w obronie praw kobiet oraz propozycje dotgczenia do grup
0s6b o podobnych zainteresowaniach.

Z kolei jesli ktos oglada vlogi antyszczepionkowcdow czy lajkuje posty, ktére dowodzg, ze pandemia koronawirusa & &
to zwykty blef, to algorytmy wyszukajg mu tresci wiasnie tego typu. Nacjonalistyczne strony, antycovidowe grupy, _

skrajnie prawicowe filmy — YouTube czy Google nie pomogg mu poszerzy¢ horyzontow, bo wcale nie zaproponuja \
mu innych materiatow.

Dokument Netflixa alarmuje wiec, ze "zyjemy w bance pogladow". J

il "



ETYCZNE ASPEKTY ZWIAZANE Z KATEGORYZAC|A
BIOMETRYCZNA

= Btedna kategoryzacja: Skalowalnosc¢ sprawia, ze btedna kategoryzacja dokonywana przez systemy algorytmiczne |3
jest znacznie bardziej niebezpieczna niz pomyiki popetniane przez ludzi. Stosowanie sztucznej inteligencji do
klasyfikowania oséb na podstawie ich cech fizycznych, fizjologicznych lub behawioralnych niesie ze sobg ryzyko
dyskryminacji. Osoby poddawane dziataniu takich systemow sg narazone na btedng klasyfikacje, co wynika ze
sposobu funkcjonowania algorytmow przypisujacych jednostki do okreslonych kategorii.

m  (Case: System zaufania spotecznego w Chinach, czyli zakrojony na ogdlnokrajowg skale projekt realizowany na
przestrzeni ostatnich lat przez ChRL. Polega na stworzeniu systemu oceny spotecznej, ktory na podstawie danych
zbieranych na przestrzeni ostatnich dziesiecioleci i przechowywanych w sposéb analogowy w panstwowych
archiwach jak i docelowo z pomocg najnowszych technologii, w tym technologii przesytania danych w czasie
rzeczywistym 5G, technologii rozpoznawania twarzy face recognition oraz sztucznej inteligencji, bedzie tworzyt
profile obywateli ChRL i firm dziatajgcych na terytorium Chin. |

Prawo kwestionowania przez osobe automatycznej kategoryzacji przewidzianej w art. 22 RODO jest podstawowym
zabezpieczeniem zapewnienia przynajmniej pewnego rodzaju kontroli nad decyzjami zwigzanymi z kategoryzacjg

\ | \
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ETYCZNE ASPEKTY ZWIAZANE Z KATEGORYZAC|A

BIOMETRYCZNA
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=

= Gfowne kwestie etyczne podnoszone przez kategoryzacje biometryczna jednostek Tudzkich mp przydziat do grup m-ik
ryzyka w ramach systemu bezpieczenstwa lotniska, ocena kandydatow do pracy) s3 Zwiazane Z rozwojem. | i konkret ym
wykorzystaniem systemow kategoryzaciji

R

" Problemy etyczne pojawiaja sie w zwiazku z definich kategorii,pewiazanymi za’foieni»a\mi‘i"vvﬁ%skami lub reakcj
wywotanymi przez system, prowadzac do zagrong takich jak: minacja, stygmatyzacja i wyciaganie niewtasciwych
whnioskow. Dalsze ryzyko obejmu]e manlpulac]q i wy“k‘c‘r‘zy’st anie luk w zabezpleczenlach % //

identyfikacji osob, systemy kategoryzac;ji blometryczne] mogq rowniez wykorzyT?Wac ,,mlqkk3 biometrie, pozwala N
tylko na przypisanie osoby fizycznej.do okreslone] grupy. lub kategorii_osob '

.
= Takie kategorie moga by¢ zwiaza ET‘fU‘ﬁkC]aml ktore norhqalmgb,yjyby wyraznie widoczne dla cztowieka, takle/;a'k -
~
pochodzenie etniczne, pte¢, niepetnosprawnosc lub wiek. —
m  Kategorie m&ga‘ by¢ rowniez znacznie bardziej wyrafinow. wane, na przyk’radnednmza‘ce S|q do I<onkretnego konte t
regionalnego, ICO’nkreme}\grupy ryzyka lub /m 1ej.cechy osobowosci” & b
>




ETYCZNE ASPEKTY ZWIAZANE Z KATEGORYZAC|A

BIOMETRYCZNA

% e s

=

= Problemy etyczne nie tylko odnosza sie do dziatan dyskryminacyjnych w oparcittes ustalone kategorie (takie jak “‘"Ax
odfiltrowywanie kandydatow do pracy na podstawie ich pochodzenia etnlcznego lub ptci), ale‘m‘gﬁ\tez dotyezy¢
konstrukcji kategorii. ) S—

= Definiowanie niektorych kategorii moze byc¢ razaco nleetyc NE juz na poczatku, jesll oplera sie na nlenaLﬂZBW?th\
dyskryminujacych przekonaniach i pogladach (np.jesli ludzi ikowani jako ,,lepsi” i ,,gorSI 2

T 4

8 Kategorle moga byc same w sobie kontrowersyjne z etycznego punktu widzenia, np. I<ategor|a ,,rasa”\kpora jest
wyraznie zakorzeniona w mysleniu i musi byé postrzegane w swietle hlstory_czne] i wspotczesnej dyskryminacji

rasowej e,
= Wykorzystanie zautomatyzovknega_pgdejmowama deeyzji dodaje kolejna warstwe problemoéw etycznyc/ N

= Stosowanie systemow rozpoznawania biometrycznego do automatyezne; kategoryzacll Iudibmeme ze sobg ,
rowniez ryzxko ze btedna kategoryzacja. moze stanov;/lc podstawe_: decyzji naruszajacych prawa podstawowe, np:

odmowa azylu—~m-=—-—-\ , P & . 4
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ETYCZNE ASPEKTY ZWIAZANE Z KATEGORYZAC|A

BIOMETRYCZNA

®  Ryzyko btednej kategoryzacji przez systemy algorytmiczne jest znacznie bardziej nlebezpleczne niz b’rqdna kategoryzacla ‘
przez ludzi z uwagi na skalowalnos¢ — . :

m  Gdy sztuczna inteligencja i inne systemy algorytmiczne sa wykorzystywaneww ceJrzyplsanla osob do okresicM
kategorii ze wzgledu na ich cechy fizyczne, fizjologiczne lub behawioralne, to osoby sa narazone na ryzyko dyskryminacji

i btednej klasyfikaciji ‘ m‘“"\\

m  Case: System zaufania spotecznego w Chinach, cz\rm‘[b y na ogdlnokrajowa skale projekt realizowany na
przestrzeni ostatnich lat przez ChRL. Polega nastworzeniu systemu oceny spotecznej, ktory na podstawre"ﬁanych
zbieranych na przestrzeni ostatnich dziesiecioleci**przeehGwywanych w'spesdb.analogowy w panstwowych archiwach™ .
jak i docelowo z pomoca najnowszych technelogii, w tym technologii przesytania danychiwaczasie rzeczywistym 5G,
technologii rozpoznawania twakzy face recogmtlon orazisztucznejiinteligencii, bedzie tworzyt profile.obywateli €hRL i
firm dziatajacych na terytorium ' . N / -

= Prawo kwestionowania przez osobe automatycznej kategoryzacji przewidzianejw art. 22 RODO jest podstaﬂowym |

zabezpieczeﬁi\gm zapewnhienia przynajmniej pewnego rod/zaju kontroli nadidecyzjami zwiazanymi z kategoryzacj
=

%-»-—-\ t // > 4 \\
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ETYCZNE ASPEKTY ZWIAZANE ZWYKRYWANIEM
BIOMETRYCZNYM

®  Rdéznica miedzy identyfikacjg a wykrywaniem: Techniki wykrywania nie pytajg o to, ,kim jestes”, lecz koncentrujg sie
na pytaniach ,jak sie masz?” oraz ,co zamierzasz zrobic?”. Skupiajg sie one na analizie intencji, emocji czy standéw L
chorobowych.

= Brak kontroli i podswiadomy charakter sygnatow: Jednostki majg znikomg kontrole nad swoimi sygnatami
fizjologicznymi i behawioralnymi, poniewaz wiele z nich (np. dynamika mimiki czy chdod) jest kontrolowanych przez
podswiadomosc.

—i

m  Zagrozenie dla prywatnosci i integralnosci psychicznej: Systemy analizujgce intymne cechy, czesto bez wiedzy i
udziatu danej osoby (mozliwos¢ przechwytywania danych z dystansu), budzg powazne obawy etyczne w zakresie
prawa do prywatnosci oraz integralnosci psychicznej.

m  Case: Chiny i opaska EEG. Uczniowie w 2019 r. w jednej ze szkdt naktadali opaski z EEG na glowy podczas rozpoczecia )
lekcji. Urzgdzenia mierzyty sygnaty fal moézgowych i w ten sposdb pokazywaty, czy uczniowie w odpowiednim stopniu
skupiajg sie na przyswajaniu wiedzy. Poziom skupienia jest sygnalizowany kolorowg diodg na opasce oraz w formie
wykreséw przesytanych do komputera na biurku nauczyciela, ale rowniez do rodzicéw, ktdrzy moga sledzi¢ wyniki np.
na smartfonie. Dane trafiajg tez do rzgdowych agencji badawczych. b

g > &




ETYCZNE ASPEKTY ZWIAZANE ZWYKRYWANIEM
BIOMETRYCZNYM

= Automatyczna kategoryzacja i profilowanie: Wykrywanie biometryczne prowadzi do nadawania ludziom etykiet,
takich jak , potencjalny agresor” lub , zagrozenie”, co ma szerokie zastosowanie nie tylko w egzekwowaniu prawa,
ale rowniez w marketingu i ubezpieczeniach.

= Ujawnianie wrazliwych danych: Techniki te mogg wykrywaé wysoce prywatne informacje, w tym problemy ==
zdrowotne i niepetnosprawnosci, o ktorych sama osoba zainteresowana mogta wczesniej nie wiedziec.

= ,Efekt mrozacy” w spoteczeristwie: Swiadomo$é bycia poddawanym analizie w przestrzeni publicznej moze N
powodowa¢, ze ludzie zaczng zmienia¢ swoje naturalne zachowania z obawy przed btednym uznaniem ich za
osoby podejrzane. b

-

= Ryzyko bteddw i trwatej stygmatyzacji: Analiza biometryczna nigdy nie stanowi twardego dowodu, a zawodnos¢
tych systeméw moze prowadzi¢ do niestusznego i trwatego napietnowania 0séb, nawet jesli btgd zostanie pdzniej J
naprawiony.

= Wymogi bezpieczenstwa: Ze wzgledu na wrazliwos¢ danych, profile biometryczne muszg by¢ chronione
najwyzszymi standardami bezpieczenstwa oraz regularnie przeglagdane i aktualizowane.

>
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ETYCZNE ASPEKTY ZWIAZANE ZWYKRYWANIEM
BIOMETRYCZNYM

-

m  Case: Technika PrintListener, zesp6t naukowcéw ze Standw Zjednoczonych i Chin wykazat, ze wytgcznie na podstawie
dZzwiekdw przesuwania palcem po ekranie dotykowym udato sie uzyskaé az 27,9% czesciowych i 9,3% kompletnych S
odciskéw palcéw w ciggu pieciu préb przy najwyzszym ustawieniu bezpieczeristwa systemu.

W jednym na cztery ataki technika, ktérg nazwano PrintListener byta w stanie skutecznie ztamac system automatycznej
identyfikacji odciskdow palcéw (AFIS) przy uzyciu czesciowych odciskéw palcow, a w prawie jednym na dziesiec
przypadkow przy uzyciu catych odciskow palcow.

B

Algorytmy uzywane do wygenerowania odcisku palca na podstawie izolowanych dzwiekdw tarcia, wmieszanych w hatas

tta sg niezwykte skomplikowane. Nalezy wzig¢ pod uwage rowniez czynniki fizjologiczne i behawioralne, poniewaz mogg
one wptywac na dzwiek wydawany przez palec na ekranie. Wykorzystane techniki identyfikujg poszczegdlne fragmenty
odcisku palca na podstawie charakterystyki dzwieku tarcia, ktére mozna nastepnie wykorzysta¢ do wygenerowania +*
syntetycznych odciskow palcow.

N
Zrédtem dzwiekdw przesuwania palcem moga by¢ popularne aplikacje, takie jak Discord, Skype, WeChat, FaceTime czy \
kazda dowolna aplikacja do czatowania, w ktdrej uzytkownicy bezmyslnie przesuwajg palcem po ekranie, gdy mikrofon
urzadzenia jest wigczony. W zasadzie kazde nasze uzytkowanie smartfondw w catosci polega na przesuwaniu po nim
palcami. W zwigzku z tym dzwieki tarcia palca moga z duzym prawdopodobienstwem zosta¢ przechwycone przez osoby
atakujgce w Internecie.

Szacuje sie, ze do 2032 r. rynek uwierzytelniania odciskow palcéw bedzie wart prawie 100 miliardow dolardw. Liczne
firmy wykorzystujgce te metody oraz sami uzytkownicy sprzetu musza by¢ coraz bardziej Swiadomi, ze grupy przestepcze
moga sprobowac ukrasé ich odciski palcow. %

- %



ETYCZNE ASPEKTY ZWIAZANE ZWYKRYWANIEM

BIOMETRYCZNYM

®  Podczas gdy techniki identyfikacji i kategoryzacji zadajg pytania ,,Kim jestes?*jub Do 'IZtE")rej grupy. nalezysz?,

techniki wykrywania pytaja ,,Jak sie masz?” i ,,Co zamierzasz zrobic?”. 4

= Kwestie etyczne podnoszone przez biometryczne wykrywanie standw ludzkich (np. zamiar p6‘|5‘e1ﬁ°en|a
przestepstwa, strachu, zmeczenia lub choroby) wynikaja z potenclalnle natrg’enego charakteru czesto anallzumcego

bardzo intymne cechy, niektore z nich poza SW|adomOSC|q] dnostki ——
\—__mw_..»
= Wiekszos¢ problemow etycznych zwiqzanych z niem wykrywania biometrycznego nie odnosi sig

konkretnie do samego faktu, ze dane biometgyczne sq wykorzystywane do wnioskowania o stanie, El'é\cto wykryua

tego stanu jako takiego (e ey i
= Faktem jest, ze jednostka ma‘niewielka kontrole nad swoim;sygnatami flzycznym flz]ologlcznyml lub N
behawioralnymi, z ktorych wie “‘be:'dtrepodswmdomych / | \\\
= W zakresie,wykrywania biometrycznego to systemy wykrywajace ludzkie emocje, mysll i intencj ja na
szczegdlng l}v z uwagi na perspektywe etyczna i kegulacyjna,taka jak'prawo 99 prywatnosci i integralnosci
psychiczne; \ R — >

= Wykrywanie biometryczne bedzie potaczone z pewnego rodza]‘u\automatyczna‘}ategor'yzac'a oparta na
whnioskach i predykatach, takich jak ,,potencjalny agresor” lub , potencjalne zagrozenie” \ M/ .

L
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ETYCZNE ASPEKTY ZWIAZANE ZWYKRYWANIEM

BIOMETRYCZNYM

) . B .

=

= |dentyfikatory te generalnie pozwalaja na wyciaganie wnioskow na temat ludzkich zachowa.n,,ma]q szerokie pole do _ “‘"Am
zastosowania, takie jak marketing ukierunkowany lub obliczanie sktadek ubezpleczenlowych i nie ogram&a]a‘ sig tyl%o do
egzekwowania prawa i celow bezpieczenstwa D

= Cecha charakterystyczng jest to, ze chociaz ludzie.moga byc w Stanie cwiczyc jakis rodza| kontroll nad tymi -~
identyfikatorami, to sa one w wiekszosci sytuacllkoncpobw € przez podswiadomos¢ & >

\\ "

= Wiele danych biometrycznych, takich jak chod'ezy dynamikasmimiki, nie,wymaga kontaktu lub partycypacll Zesstron
jednostki,a nawet moze by¢ uchwycony z dystansu, zwiekszajac ryzyko, 76" 656by"sa.: anallzowane bez ich wiedzy Ny b

Y
= Case: Chiny i opaska EEG. Uczhiowie w 2019 r'w jednejs ze szkot naktadali opaski z EEG na glowy podezas rozpoczecia

lekcji. Urzadzenia mierzyty sygna’fy‘f‘“t“nngowych i w ten speséb.pokazywaty, czy uczniowie w odpowiednim s;o|/3n|u N
skupiaja sie na przyswajaniu wiedzy. Poziom skupienia jest sygnalizowanyskelerewasdioda na opasee oraz w formie 1
wykresow pkzesy’ranych do komputera na biurku nauczyciela, ale rowniez.do rodzicow, ktorzy moga $ledzic iki np. na

7
smartfonie. Dane—fmﬂey\tez do.rzadowych.agencji badawczych. e & .
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ETYCZNE ASPEKTY ZWIAZANE ZWYKRYWANIEM

BIOMETRYCZNYM

®  Techniki wykrywame moga ujawniac wysoce prywatne informacje, takie jak osoblste problemy.: zdrowotne i
niepet ktc b d d b
petnosprawnosci, ktore nie byly wczesniej znane odpowiednim oso om s 4

;7—‘4__4\ . ce .
= Analiza identyfikatoréw biometrycznych moze dostarczyc wskazowek o zamiarach cziowiekajjego wewnetrzne;

motywacji lub planowanych dziataniach, ale nlgdy hie moze by¢ wardym dowodem G

u Oparae decyzji na danych biometrycznych behav:/\i‘cﬂl‘h“y‘c‘fh romadzonych W przestrzeni publlcznej moze mie¢ powazny
i mrozacy wptyw na spoteczenstwo, poniewaz ludzie moga poprzez swole zachowania zostac zaklasyfikowahijako

podejrzani przez biometryczne systemy wykrywafia#*mega zmienia¢ swoje zachnganla w miejscach publicznych™

m  Rowniez zawodnosc techniki wykrywania blometrycznego zwieksza ryzyko umieszczania osoBaW kategoriach
stygmatyzujacych, gdy mformavc%\zostanle upubliczniona, tego rodzaju stygmatyzacja moze trwac, nawet jesli biad
zostanie naprawiony — /

= Niezwykle V\azne jest, aby profile biometryczne byty chronione wysokimi standardami bezpleczensiEWWrnie

e

przegladane i‘aktualizowane o ” N 7 N
.//)hﬁ“"“‘"*—--——-—u
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0sob nieodwracalny stosunek pomiedzy

] rozpoznawalne dla ludzkiego oka, to

zy zastosowaniu odpowiednich

danej osoby”

2005 r. w sprawie wniosku dotyczacego
acji Wizowej (VIS) oraz wymiany danych
skimi na temat wiz krétkoterminowych
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